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UBMK’2021’e Hosgeldiniz
Welcome to UBMK’2021

Sevgill Katibmaoilar:

UBME uluslararas nitelikl konferans serisl, 1990 yilindan
berl dizenll olarak yapilmakta olan Blgisayar Mihendisligl
Baldm Bagkanlan toplanulaninda ahnan bir kararla ato il
Gnoe baslarmistir. Konferansin .51 UBME-2021 bu yl 15-17
Eylill, 2021 tarlhlerinde Gazi Oniversitesinin ev sahiplifinde
dilzenlemigtir. COVID-19 nedenlyle konferans bildirlen
cevrimbgl sunulmus, baz sunumlar ve toplantlar yiz yze

yapilrmigtr

UBME-2021 konferansina bu yil Amerika Birlesik Devietleri,
Filistin, Hindistan, Hollanda, ingiltere, Kazakistan, Kinm, KKTC,
Movosibirsk, Rusya, Ozbekistan, Sirbistan, Tataristan ve
Tirkiye'den yaklagik 250 bildir yollanrms ve bu bildiriler Tlrik
ve yabano 250 hakem tarafindan degerlendiriimistis.

Her bildirl ikl hakern tarafindan incelenmis ve uzlasma
olmadif durumlarda dgdnel bir hakemin
degerlendirmesine bagvurulmustur. Bu deferendirmelerin
sonunda 155 bildirinin sdzbl olarak sunulmas: uygun
bulunmusgtur. Kabul edilen ve sunulan bildiriler icerik ve
kalite &lclnlerinl saglamas durumunda IEEE Xplore Digital
Lirrary'de yvayimlanacaktr.

Konferans calismalaninda, Bilglsayar Mohendisliil Boldm
Baskanlan Damisma Kurubu olarak gorev almiglardar.
Bildirilerin degerbendiribmesi Bilim Kurulu dyelerl tarafindan
yapilrmistir. Konferansin dlizenlenmesi [se YUritrme Kurulunumn
anerlleri dogruliusunda, Dizenleme Kurulu tarafindan

yapilrmister

Son olarak, konferansin baganh bir sekilde yanitdlmest igin
tlim olanaklarm sunan Gazi Universites! Rektarl Sayin

Prof. Or. Musa Yildiz'a tesekkir ediyoruz.

Ayrica Dlzenleme Kuruluna, bldidlen titizlikke degerlendiren
Bilim Kurulu Oyelerine ve deferll arastirmalaninin sonuclanin
bilisim camias lle paylasan bildirl sahiplerine tesekkirberimizi
[betiriz.

Prof. Dr. Egref ADALI
LEME-2021 Konferans Baskan ve Bildirl Kitabs EditGrd

Dear Particlpants:

The UBME international conference series started six years
ago with a decision taken at the Computer Engineering
Department Heads (BMBE) meetings, which have been held
regularly since 1990, The &th edition of the conference,
UBME"21, was held this year on September 15-17, 2021,
hosted by Gazl University. Due to COVID-19, conference
papers were presented online, and some presentations and
rmeatings were made face-to-face.

Approximately 250 papers from the United 5tates of
Arnerica, Crimea, India, England, Holland, Kazakhstan,
Movosibirsk, Palestine, Russia, Sirbla, TRNC, Uzbekistan,
Tatarstan, and Turkey were presented to the UBME"21
conference this year, and these papers were evaluated by
250 Turkish and forelgn referees.

Each paper was evaluated by two referees, and in cases
wiere there was no consensus, a third referee was
consulted. At the end of these evaluations, 155 papers
were accepted for oral presentation. Accepted and
presented papers will be submitted for Incluesion into
IEEE Xplore Digital Library subject to meeting the scope
and guality regquirements.

During the conference, Heads of Computer Engineering
Departments took part in the Advisory Board. The
evaluation of the papers was made by the members of the
Sclentific Committee. The conference was organized by
the Organizing Committee in line with the
recommendations of the Executive Committes Members.

Finally, we would like to thank Gazi University Rector

Prof. Dr. Musa Yildiz for his continued support for the
success of the conference. In addithon, we would like to
thank the members of Organizing Committee and the
Sclentific Committee, who carefully evaluated the papers,
and the cwners of the papers who shared the results of
their valuable research with the Informatics commumnity.

Prof. Dr. Esref ADaLI
UBME 21 Conference Chalr and Proceedings Editor
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Research of Cluster Analysis Methods for Group
Solutions of the Pattern Recognition Problem

Lyulya Chenkbayeva Aigenm Yenmbetova Elmura Daiyrhayeva
Al-Farabi Kazakh National University Institute of Information and Institute of Information and Computational
Department of Computer Science Computational Technologies €S MES RK Technologies CS MES RK
Almaty. Kazakhstan Sathayev University Almaty. Kazakhstan
chenkbayeva lyalyaf gmail.com Almaty. Kazakhstan nurbekkyzy e(@mal.ru

aigenan(@mail ru

Abstract — This paper propeses the study of duster
analysis methods for selving the problem of pattern
recognition, incleding group solution methods. The study
selected methods for solving the problem of cluster analysis
bused on a group solution with incomplete training
information, investignted and developed medels of group
solutions based on existing known algerithms. The novelty of
the work consists in a combination of algorithms for collective
cluster analysis and nuclear classification methods. Numerical

experiments on test problems and a real hyperspectral image
demonstrate the effectiveness of the proposed method,
including in the presence of noisy data,

Keywords — cluster analysis, pattern recognition, group
solution, hyperspectral image
L INTRODUCTION

In this paper one of the options for setting the pattern
recognition problem is considered - the problem of semi-
supervised classification. In this problem, only for a part of
the objects of the original sample, class labels are known: it
is required to classify either existing unlabeled objects, or to
form a decision rule for recognizing new objects. There are
quite a large number of approaches and algorithms for
solving the problem of partially controlled classification [1].
Currently, heuristic  algorithms  of self-training  (Self-
training), probabilistic methods, transductive support vector
machine (TSVM), as well as graph-theoretic algorithms
(Graph Laplacian Regularization) [2-3] are widely used.
This replacement has a number of reasons. First, it can be
assumed that objects from a dense arca (cluster) in the
feature space are more likely to have common class labels,
even if this area has a complex shape. From this point of
view, such objects are more similar to each other than other
points located at the same distance from each other. but
from different clusters. Secondly. it is known that the
averaged co-association matrix determines the semimetric in
the observation space [4]. which means that the frequencies
of assigning pairs of objects to the same clusters can be
considered as  indicators  of similarity between the
corresponding points. In this case, the resulting matrix
depends on the outputs of the clustering algorithms and is
less dependent on random outliers than the usual similarity
matrix. Involvement of a cluster ensemble makes it possible
to increase the stability of the results of cluster analysis in
the case of uncertainty in the data structure. Such
uncertainty arises, for example, when the true number of
clusters s unknown or uninformative, noisy features,
complex data structures (for example, spiral or circular
clusters) may exist.

Conceptually, an optimization model for the
application of group solutions (cluster ensemble) is

proposed in the following scheme. The basis of such a
model is proposed in [5].

In Figure 1, through Si. Sz, .., Sc - the input data is
designated, which can be represented both as numerical
values and in the form of images. A=[A,, A:x..... A}-sets of
classification algorithms working on different principles, m-
number of algorithms. Ry, Ra.... R, are algorithms for group
solutions (cluster ensemble). Each decision of these
algorithms makes decisions based on the results of a set of
algorithms A. Further, F={F,, Fs.....F,} denotes the quality
(accuracy) criteria of algorithms of both the first level from
A and the secoad level from z.. The directions of the arrows
in the model show the data stream being processed. As you
can see from the figure, the optimization model s presented
as a network model. You can get out of this model when
you get a good result in the sense of the extreme value of the
quality functionals.

Jiiiih g il o
- =ome |

- oo m¢ |

Fig. 1. Hypersspeciral image of the "Natiomal Academy of Sciences of
Kazakhstan® (RGB composite) (o) and tagged data (b)

In Figure I, through S,. S, ..., S, — the input data is
designated, which can be represented both as numerical
values and in the form of images. A={A,, Ax..... A}-sets of
classification algorithms working on different principles, m-
number of algorithms. Ry, Re,... R, are algorithms for group
solutions (cluster ensemble). Each decision of these
algorithms makes decisions based on the results of a set of
algonithms A. Further, F={F,, F......F,} denotes the quality
(accuracy) criteria of algorithms of both the first level from
A and the second level from z.. The directions of the arrows
in the model show the data stream being processed. As you
can see from the figure, the optimization model s presented
as a network model. You can get out of this model when
you get a good result in the sense of the extreme value of the
quality functionals.
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In [6], the proposed approach io the construction of a
peural network is not based on the wraditional approach
based on minimizing the functional; rather, it is based on the
theory of operaiors developed by Zhuravlev to solve
recognition and classification problems. A distinctive
feature of this network is the uwse of diagomal activation
functions in the inner layers, which greaily simplifics
imtermediate calculations in the inmer and outer boops.

This paper proposes a  partally  supervised
classification method. The wdea of the proposed method is to
s a bow-rank representation of the averaged coassociation
matrix o reduce the required memory and computational
Co4ls,

Forther in the work, a mathematical formulation of
the problem is given, a brief overview of the methods of
partially controlled classificanon is made. The proposed
modification is described and s experimental study is
carried out.

[ MATHEMATIC AL FORMULATION OF THE PARTIALLY
CONTROLLED CLASSIFICATION PROBLEM

Let there be a general set of recognition objects X
and a fimite set of class labels Y. All objects are described
by signs. The feature of an object s undersiood as the
display .y - p . where D, is & set of featre valwes

Depending on [, signs are divided into types:
* Binary sign: 1, = 10,1}

* Quantitative sign: [ =§

* Mominal sign: D,- finite set

* Orrdinal sign: [, - a finite ordered set

With the specified attributes » . the vector
x={ e, [ (a))is called the feature description of the
object @ X . Mext, we idennfy the object and iis
characteristic description. In the semi-supervised learming
problem, a sample of ¥ = {x . x| objects from X is
input. There are two types of objects i this selection:

* X =i, - madked up objects with the
specified classes to which they belong: ¥ ={y, . v, 1

* X, ={x -1, } —unmarked objects

In various versions of the problem statement, it is
pequired either 1o conduct so-called inductive training — 1o
build a classification algorithm  o: ¥ — ¥, which will,
minimizing the probability of error, match classes (o objects
of their % , as well as new objects y ., which were
unavailable atf the time of the algorithm construction, of it s
reguined to conduct transduction training - 1o get class labels
only for objects of Y with minimal error. In this paper, the

second varant of the problem statement is considered.

Mext, an example will be given that shows how semi-

contrelled learning differs from the classification with a
teacher

1. MATRIX OF AVERAGED PAIRWISE DNFFERENCES
Te construct a matix of  averaged  pairwise
differences, clustering of all available objects X = . x, !
is carried owt by a team of various cluster analysis algonthms
g, - Each algosithm gives [ parifioning options,
m=1_. M - Based on the resulis of the algorithns, a matrix

H of averaged pairwise differences of objects from X is
compiled

P TR JRLE e i
=3 'L_Z' 0,

where f, je /1., N} are object numbers (i = ), 20 ane
given weights such that i".ﬂiﬁl.“-ﬂ:“ if pair (i, f)
m=l

belongs to different clusters in J partitioning varant obiained
by algorithm g and [ if it belongs to the same cluster.

The weights o can be the same or, for example, can
be adjusied in proportion to the clustering guality index. The
optimal choice of weights is studied in.

Nuclear clazsification methods

To solve the classification problem, mclear methods
are widely used, which are based on the so-called. "Kemel
trick”. To demonstrate the essence of this “trck”, consider
the support vector machine (3% M) - the most popular kemel
classification method SWM is a binary classifier, although
there ane ways to improve it o implement multiclassification.

IV. THE PROPOSED METHOD

The idea of the method is o construct a similariny
matrix (1) of all objects from the input sample ¥ . This
mairix will be compiled by applying different clusiering
algorithms to ¥ - The more often a pair of objects falls into
the same cluster, the more similar we will consider them to

cach other. Two possible options for predicting classes of
unlabeled objects X using a similarity matrix will be

proposed.  Further, the idea of the algorithm will be
described in mose detail. The following is true Theosem 1.
Let y g, be cluster analysis algorithms, each algorithm

gives [_partitioning options, m=1. M . k_(x,x)=0if a
pair of (xr,x')objects belongs w different clusters in [
partitioning oplions obtained by algorithm g and 1 if it
belongs 1o the same cluster. @ =0- given weights such that

iﬂ'..=l' Then the function Hl:,:']=§ﬂ.1'_':z,:'-ﬁa.{h:'}
satisfies the conditions of the Mercer theorem

Evidence. Obwviously, the FH(x, x")function is
symmetric. Let O™ be the set of indices of objects

r

belonging o the #Fcluster obtained by the mr algorithm in
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the / partitioning variant. Let us show that #(x, v’) is non-
negative definite.
Take an arbitrary = ¢ R” and prove that ="f= >0

THe= ii"'fih-“/h:. =i"-7‘.'iih-“"k: =

i -;2' IOXEI)
' ,.1,_ I -

Thus, function H(x, x') can be used as a kernel in

kernel classification methods, in particular in support vector
machine (SVM). Further, we propose two vanants of the

algorithm that implements the proposed approach: The

The CASVM algorithm:

Thus. the H (x, x") function can be used as a kemel
in nuclear classification methods, in particular, in the

support vector machine (SVM) method. Next. two variants
of the algorithm that implements the proposed approach are

proposed:
Input: objects y with the specified classes yand

objects Y , the number of clustering algorithms A/, the

number of clustering 1_by each algorithm g m=1,_.. .M
Output: object classes X .

X, ulX

L,

1) Perform clustering of objects “by cluster

analysis algorithms s Bu obtaining partitioning
options from each algorithm Harm=1,_ M 3

2) Calculate the matrix H by X X using the
formula (1).

3) Train the SVM on the marked-up data X,
the matrix / as the core.

4) Use SVM to predict classes for unmarked objects
X,

using

End of Algorithm

Note that in the proposed algorithms it is not required
to store the entire matrix H of size Nx N in memory: it is
cnough to store the clustering matrix of size N x L, where

L= Z L - in this case the matrix /f can be calculated

d)uamucally In applied tasks, as a rule, [ << N, for
example, when working with image pixels.

V. EXPERIMENTAL RESEARCH.

Numerical experiments were carried out with the
developed algonithm, the purpose of which was to test its
effectiveness in conditions of various data volumes and the
presence of noise effects. The performance of the algorithm
was determined using a real problem of hyperspectral image
recognition

Hyperspectral image analysis:

Y are.s(Y zr)20

A wypical RGB image contains three channels:
saturation values for each of the three colors. In some cases,
this is not enough to obtain complete information about the
characteristics of the subject being shot. To obtain data on
the properties of objects indistinguishable by the human eye,
hyperspectral imaging is used.

For the experimental study of the developed
algorithm, a hyperspectral image of the "National Academy
of Sciences of Kazakhstan®™ with a size of 145 by 145 pixels,
which contains 224 spectral channels in the range of 400-
2500 nmy, was used. Figure 2(a) shows the RGB composite
of the image, and Figure 2 (b) shows the reference division
of the image into 5 thematic classes. There are unmarked
pixels in the image that are not assigned to any of the
classes. These pixels were excluded from consideration
during the analysis.

In the experiment, the marked pant was 1% of the
points selected randomly for each component. In order to
reduce the effect of correlation of spectral channels, 5 new
features were previously formed from the initial data using
the principal component method.

The gencrated data table was fed to the input of the
algorithm. The size of the ensemble was equal to r =10,

and different variants of the partition were obtained by
clusters

varying the number of in the interval

(1000, 1000+ 7] -

a) b)

Fig. 2. Hyperspectral image of the “Natiosal Academy of Sciences of
Mhsun (RGB composite) {a) and ragged data (b)

A comparison was made with the SVM support
vector machine using the RBF kemel (the algorithm
parameters recommended by default were selected).

In an experimental study of the algorithm, 1% of the
pixels selected at random for each class constituted a labeled
sample: the rest were included in the unlabeled part. To
study the effect of noise on the performance of the
algorithm, randomly sclected r% of the spectral brightness
values of pixels in different channels were subjected to a
distorting effect: the corresponding value was replaced by a
value chosen at random from the interval
[x(1=p). x(1+ p)]. where ¢ p are the specified parameters.
A noisy data table containing the values of the spectral
brightness of pixels for all channels was fed to the input of
the CASVM algorithm, in which the K-means algorithm
was chosen as the basic algorithm for constructing the
cluster ensemble. Different variants of the partition were
obtained by varying the number of clusters in the interval

IEEE - UBMK - 2021 - VI. Uluslararas: Bigsayar Blimien ve Mibendiskgi Konferans: - 501



[30,30+ L), where [ was equal to 120, In addition, to
construct cach variant of the solution, two channels were
randomly selected. To speed up the operation of the K-
mecans alporithm and obtain more diverse grouping oplions,
the muember of its itcrations was linited fo 1.

Ag you can sec from the table, the CASVM algorithm
is imore robust to oise than the SVM algorithm.

TABLE | ACCURACY OF GROUF DECISION AND SV ALGORITHMS FOR
DIFFERENT VALLUES OF MOISE FARAMETERS 3

Moise 0%, 0 | 10%, 0.1 MY, 0.2 3%, 03
purameiers

rpg

CASVAL 076 075 0.73 0.72
VM (68 LhG L&l 0.6dF

The paper considers one of the options. for sctting the
pattern recognition problem - the task of semi-supervised
learning. CASVM algorithms have been developed to solve
this problem They are based on a combination of collective
cluster amalysis and nuclear classification methods. An
ciperimeiital study of the proposed algorithm on a
liyperspectral image has been carnied ouf. Tt is shown that

the CASVM algorithm is more pobuost o poise than the
standard support vector machine SWVM.
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