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those keywords and keyphrases that are contained in some provided dictionary, and the
second approach involves the selection of key information dircetly from the text,

Keywords can be assigned manually or automatically, bt the first approach is very
time-consuming and expensive. Thus, there is a need for an automated process that
extracts keywords from documents. There are ready-made software solutions o this
problem for common languages (English, Russian, Spanish, etc.), and for the Kazakh
language there are only a few and they are not in open access.

2 Rescarching of Keyword Extraction Approaches

Keyword assignment methods can be divided into two categories: (1) keyword assign-
ment and (2 keyword extraction [4]. Both revolve around the same problem - choosing
the best keyword. The words found in the document arc analyzed to identify the most
representative words, usually exploring the properties of the source (tha s, requency.
Iength) [5]. Existing methods o automatically extracting keywords at the suggestion of
Ping-I and Shi-len can be divided into [6]: statistical approaches and machine learning
approaches.

s also necessary o focus on four categories proposed by the author of Zahang et al.
In [5}: 1) simple satistical approaches: 2) linguistic approaches: 3) machine leaming
approaches: 4) other approaches.

‘Simple statistical approaches include simple methods that do ot require training
data. Inaddition. the methods arelanguage and domain independent, Word statistics from
adocument can be used todentify keywords: n-gram statstcs, word frequency. TF-IDF.
PAT tree (Patricia tree: suffix ree or position tree). etc. The disadvantage i that in some.
professional texis. such as health and medicine, th most important keywords can appear
only once in an articl. The use of statistically authorized models may inadvertently fler
out these words [6]

“The paper [7] proposes a method for evaluating terminology based on the contrast
approach. The method takes as a bass the well-known TF-IDF word-weighting formula.
According to this formula. the higher the word weight in a document, the higher the
frequency of the use of a word in the document is. and the lower it scatter throughout
the collection. Inthe new version of the formla, which the author calls “term frequency
inverse domain frequency”. the word weight i estimated notin the document, butn the
target collection. According to the new formula the higher the weight of the word. the
higher the relaive frequency of its use in the target collection and the lower is relative
spread across all collections:

n 17s|
TF 4IDF =TF(, D) 4 IDF() = 5=t tlog(m) m

where ap is the number of occurrences of the word ¢ in the target collection D, Y1,

i the sum of the occurrences ofal words i the target colecion D, TS| is th number
of documents in all used collections, [ € d is the number o al documents that
include the word  at least once. Thus,the authors consider in terms all words with a
high concentration witin a narow subse o documents
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‘The authors [] also propose to evaluate the terminology of words based on the.
formula TF-IDF They call their own version of this formla the contrastive weight and
define it as a measure, which is higher, the higher the frequency of use of the word in the
target collection is and the lower the rlative frequency ofits use in contrast collections:

toglog (1 )tlng();’;’) @

where £ s the frequency of the word in the target collection, 3 is the sum of the
7
fruenie ofall s of e word ncotatcllctons, Fr = X4 i the sum of

Contrastive Weight = TF(t, D) % IDF(t)

e frequency of use ofall words in al colections,including the target. As the authors
themselves note, the contrasting weight assesses the terminology of words much better
than the pure frequencies, however, the overall effectiveness of the method, determined
using the F-measure, according 1o them, is not striking.

In paper [9] also develops the idea of fines and rewards inherent in the basic con-
struction of the TF-IDF formula, and proposes a new version of this formula, which
called “term frequency - disjoint corpora frequency™. As a reward, the absolute fre-
quency of word use in the target collection is used, and as a fine, the product of the
absolute frequency of word use in contrast collections is used:

»
Tleeo 1 +log(1 +77)

‘where ;P andj; isthe frequency ofuseof the word  inthe taget and contrast collections,
respecively. G isthe set of all contrast collections

Linguistic approaches use the linguistic feature of words mainly. sentences and
docomens. Lexical, syntacti, semanti and discursive analysis are some of the most
common, but complex analyzes.

Machine learning approaches consider supervised or unsupervised learning with
examples, but the related work of extracting keywords prefers a supervised approach
Controlled machine learning approaches create a model that leams based o a set of
Keywords. They require manual annolation in the training dataset, which is extremely
tedious and inconsisten (sometimes asks for a predefined taxonomy). Unfortonately,
authors usually assign keywords to their documents only when they are forced to do
So. Thus, the induced model is used 10 extract keywords from a new document. This
approach includes the naive Bayes method, SVM, C4.5, Bagging, etc. Thus, methods
requie training data and often depend on the subject arca. The system nceds (0 re-
examine and install the model every time a domain changes [10, 111 Induction of the
model can be very complex and time consuming for massive data sets.

Other keyword extraction approaches generally combine all the methods mentioncd
above. In additon, they sometimes include heuristi knowledze such s position, length,
layout features of terms, HTML and simila tgs, ext formalting for combining.

The vector space model (VSP) is well known and the most used model for repre-
senting textintext mining approaches 12, 13]. In particular, documents presented inthe

TF DCF =

&)
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form of feature vectors are located in multidimensional Euclidean space. This model is
suitable for capturing the frequency of simple words, but structural and semantic infor-
‘mation is not usually taken into account. Therefore, the vector space model has several
drawbacks because ofis simplicity [14]: 1) the meaning of the text and structure cannot
be expressed, 2) each word is independent of the other, the sequence of occurrence of
‘words or oher relationships are not required, 3) if two documents have the same meaning
but different words, the similarity cannot be easily calculated.

The graph-based textual representation is known as one of the best solutions o solve.
these issues effectively [14]. The graph is a mathematical model that allows to explore
relationships and structural information cficiently. The axonomy of the basic methods
for extracting keywords is presented in a hierarchical form in Fig. 1 and 2. Figure |
presents the classic classification of keyword extraction, where the methods are divided
into supervised, semi-supervised, unsupervised. Figure 2 shows graph-based analysis
‘methods where different types of computation can be performed to rank the vertices o
to measure the topological properties of the graph.

Keyphrase
assignment

Keyphrase
extraction

keywords

linquistics

“Aufomatic mdexing of

araph-based

Flg. 1. Classification of keyword extraction methods 3]

“The boundary relationship between the two terms can be established on many prin-
ciples, using a different area of the textor relationship to construct the graph [14, 151: 1)
‘words found together in a sentence. paragraph, scction or document added to the graph
inthe form of a click: 2) intersecting words from a sentence. paragraph, section or doc-
ument; 3) words found in a fixed window in the text; 4) semantic elations - connecting
‘words that have the same meaning. words written the same but with different meanings.
synonyms, antonyms, etc.
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Fig.2. Classificaion of methods based on the graph [3]

3 An Algorithm for Extracting Keywords Based on Linguistic
and Statistical Data

‘Thealgorithmin Fig. 3, 4of extracting keywords from documents n the Kazakh language
includes 3 stages: 1. finding candidates for keywords: 2. slection of signs: 3. ranking.

Atthe first stage, 2 tasks are solved: preliminary word processing: and the division
of the textinto scparate words and keyphrases.

“The first task is language-dependent,therefore, the Kazakh language morphological
feature is taken into account here. To solve this problem. a system of complete endings
of the Kazakh language is used (through the morphological analyzer of the Kazakh
language developed on the platform Apertium, we perform markup of the document), the
algorithm for stemming and lemmatization for the Kazakh language (implemented in the
Python3 programming language). Then, a simple approach was used - the tokenization
procedure, which helps to divide the whole text into separate words.

‘Atthe second stage. each candidate for keywords is distinguished by features which
help to assess the degree of its importance. The distinguished features can be divided
into 3 categories: syntactic, statistical and structural features.

“To highlight the syntactic features, we used a morphological analysis of the Kazakh
language. And the TF-IDF (Term Frequency - Inverse Document Frequency) algorithm
for determining the frequency. that i, to highlight statistical eatures. In the program for
the bigram word. the following features were indicated: noun + noun (N + ), adjective
+ noun (Adj + N). noun + verb (N + V). noun + noun (Np + N). numeral -+ noun
st some words) (Num + SomeWordsOfTime).

‘At the third stage, we rank the results according o a tatstical feature and the text
volume to appropriate extent.
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Flg. 3. The block diagram of thealgorithm forextracing keyswords from documents i the Kazakh
language
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Flg. 4. The block diagram of the lgorithm for calculating the Keyword metrc and keyphrase
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4 Application of Approaches to Extract Keywords to Texts
in the Kazakh Language

An algorithm for collecting text data in the Kazakh language was developed and imple-
‘mented by the members of our research team. Firstly, the data collected using this tool
frst went through the process of breakdown by topic and automatic marking. And these
prepared data were used in experiments o extract keywords from texts (documents).
that is, a program implemented in the Python3 programming language for extracting
keywords and keyphrases was tested on these prepared data. In Table | showed one part
of the prepared corporaof various subjects. As aresult, s shown in Table 2, 10 keywords
and 5 key phrases for cach text are shown.

“Table 1. Input data for esting the program.

“Texts in corpora Nomber of sentences
Kazakhstan tarihy (History of Kazakhstan) | 454
Manchester city 570
‘Oskar algandar (Oscar-winning) 509

Table 2. The resuts obtained.

Topic: Kazakhtan sy Topic: Manchester ity

Keywordsand | idf metsc Keywordsand | tdf metric

keyphrascs keyphrases

v (o) 0013194415852460091 | cers (city) 0.02602130987211911

raina (aipa) | 00060SSSBIOTISIINS | wamecrep 0.01520522373852743
(manchestcr)

Kerral (ayta) | 00DAITS4480S4ST078 | ny (k) 0.015048468359779727

arasar (qagana) |0 0041TS448054575978 | awea liga) 0.005799930513665103

rpin (turk) [ 0.0038OMSSTIRTI213 | sy (kubok) | 0.0053206658T74219866

[ 0.00351822707786508T7 | somaitren (wnited) | 0.005 7291098674281

(memicken)

rr—— O003IT30S2UATTTSN | Gam (bapker) | 0004850401241 178870+

(haligin)

somon 0003 ITIANATITEN | yrdon (fubol) | 000313509757495411

(tonykok)

ccneprrin 0.00267286754928626 | sayeran (mausym) | 0.0029450504945452436

(eskenkish)

opuak zhorya) | D.0026720867S4928626 | o oiynshy) | 00028558 15267437812

rpin Kapnar | .003M0ISSHIGE0TIS | amuccrep carrn | 0.000405202724862320

(urik qaganat) (manchestr city)

Continied)





image14.png
Approach to Extract Keywords and Keyphrases of Text Resources 727

‘Table 2. (continued)

Topic: Kazakhotan asiby Topic: Manchestercity

= Keywordsand [ (idf metric
keyphrases

0.002839304677111665 | samcerep. 0.004702646362431 1645
romiizex
(Manchester nited)

D001 | ccenneit 0.0029783426962064043
(esep shens)

D001 |ccennettia 0.0021045683024678767
(esep zengil)

0.0010021075330982347 | potipro sasmaean | 0.00203 8134237301712
(roberto manchini)

The obtained experimental results were performed on the corpora shown in Table 3.
And the results were analyzed taking into account the boundary coefficient of the find
by volume and it was revealed that the keywords and phrases were selected correctly.
The results of the analysis are shown in Table 4.

“Table 3. The volume of corpora by topic.

Topies Numberofsentences
Geography (99659
Space [

‘Computer science | 26 856
Prychology [ 20940
‘Sport £
History 37574
Equipment 705
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Table 4. Experimental resulls of the developed algorithm for determining keywords for the
Kazakh language.

Document’s name. Thevolumeof | Boundary | Numberof | Accuracy of
the document | coeffcientof | keywords | finding
(sentences) | keywords
Tutbolxt E 38 5 s71%
boks.txt ) 38 s 75%
‘Samsung.txt & 38 8 75
Turihilgax & 38 s 100%
Lot o7 =N 0 0%
imnes.xt 103 =N 0 o
imidjxt 12 218 2 0%
2013biznesmentxt 152 214 [ s833%
oskaralganjuldyzdacixt | 309 517 5 9333%
GeariFord x1 33 517 5 9333%
rening 366 517 5 86.67%
manchestercity xt 310 517 5 86.67%
BilGeits xt = 517 5 100%
Kazakhstantarihytxt | 454 517 5 100%
‘Applelnc.xt E 517 5 100%
‘eoinformatika.nt w1 517 5 100%
5 Conclusion and Future Work

According (ot results of scientific research work, the following results were obtained:

~ Methods and modern approaches to extracting keywords and semanic analysis of
texts are investigated:

~ The modified approach has been developed for extracting keywords and keyphrases.
which wil be applied to olve the problem of abstracting texts in the Kazakh langua;

~ The developed approaches and algorithms were applied for processing texts in the
Kazakh language.

Our approach o extracting keywords and phrases is suitable for low resource lan-
‘guage processing and i flexible in terms of data volume. According to the results of the
‘experiment, you can sce that the keywords and phrases are precisely selected.

In the future, the authors plan to develop the method using machine learning tech-
nology. The training data which i necessary to complete this task will be collected using
the presented method of extracting keywords and marking them up. The method also
finds its continuation in the problem of summarizing text.
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in the Kazakh Language
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Abstract. In this paper authors propose a hybrid approach for extractng key-
‘words and keyphrases of fex resources and documents in Kazakh, Dircct appli-
cation of the staistical method LFdf is not the optimal solution 10 the question
of extracting Keywords and phrases in the Kazakh language, since the Kazakh
language is an agglutinative type of language. The authors developed and used
the stemming algorithm in the pre-processing process (aking into account the.
grammatica feaures of the Kazakh anguage. Inthe exiaction, we also take o,
account the synlactic featureofthe words o phrases using the morphological ana-
Iyzer of the Kazakh language. During extraction,th restictons indicated by the
‘authors are observed as well, as ot all words may be key words. When choosing
Keywords o a phras, hei features areconsidered for example, some words that
are a numeral name in combination with a noun are selecte). The exiraction of
keywords and phrases specifically for the Kazakh language is an urgent task in
classficaion, clustering, abstracting the text, and searching the information. The
Fesulls ofthe research indicate that the presented approach s the best solution on
extracting keywords and phrases from fexs in the Kazakh language.

Keywords: Keyword extraction - TF-IDF - Lemmatization - Kazakh language

1 Introduction

Currenly, the volumes and dynamics of information that is o be processed in lexicog-
raphy and information etrieval make the task of automatically extracting keywords and
Keyphrases thatcan be used o create and develop terminlogical resources,as wel s o
effcient processing of documens: indexing. summariing. clusering and classiying.
“The analysis of a huge amount of data can be simplified if we have keywords or
Keyphrases thatcan provide us with the basic charactristics, concept,etc. of a docoment.
“The relevant keywords and keyphrases can serve as a summary of the document and help
us casily organize documents and extractthem based on theircontents [1] s ecessary
o distinguish two main approaches to solving the problem of automating the selection
of keywords and keyphrascs: the assignment of keywords and keyphrases and their
extraction [2, 3] The main difference i that the first approach allows (0 select only
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