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Abstract. At present, the number of terrorist attacks carried out by lone terrorists
under the influence of propaganda and extremist ideology, as well as by organized
terrorist communitieswith a network and poorly connected structure, is increasing.
The main means of information exchange, recruitment and promotion for such
structures is the Internet, namelyweb resources, social networks and e-mail. In this
regard, the task of detecting, identifying topics of communication, connections,
as well as monitoring the behavior and forecasting of threats emanating from
individual users, groups and network communities that generate and distribute
terrorist and extremist information on the Internet arises.

The paper is devoted to the research and application ofmachine learningmeth-
ods aimed at solving the problems of detecting potentially dangerous information
on the Internet. The study examines the development of a corpus in Kazakh lan-
guage for detecting extremist messages, and exploresmachine learning algorithms
that used to detect content that contains calls for terrorist attacks and propaganda
materials.

Keywords: Extremist ideation detection ·Machine learning · Natural language
processing · Classification

1 Introduction

The Internet is one of the main means of information exchange and propaganda for ter-
rorist and extremist communities. The paper develops the proposed methods based on
machine learning, using a sample search script to detect electronicmessages, documents,
andweb resources containing extremist information, as well as users and communities in
social networks that distribute such information. In this scenario, material with extrem-
ist content is available, and you need to find semantically similar materials in a social
network. Using the method of semantic analysis based on orthonormal non-negative
matrix factorization, the sample keywords that form search queries for the social net-
work and the characteristic topics of the sample are highlighted. Based on orthonormal
nonnegative matrix factorization, the semantic analysis method identifies the sample
keywords that form search queries for the social network, and the characteristic topics
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of the sample. Search results for keywords in the social network contain a lot of “noise”
– documents containing keywords, but semantically far from the original sample [1].
To filter noise, an estimate of the relevance of the found documents to the sample is
calculated using a projection on the topics identified in the sample. Documents with
extremist content are characterized by multilingualism, accidental and deliberate gram-
matical errors, deliberate distortion of semantically important words, and the presence of
links and hashtags, which significantly complicates semantic analysis [2]. To solve these
problems, we use n-gram representation of documents and “enrichment” of document
texts (pumping out and automatically annotating information by links and hashtags and
including them in the document body). The software prototype, which implements the
described approaches, is applied to the analysis of real data from social networks.

2 Related Works

Over the past decade, terrorist and extremist organizations have significantly increased
their presence on the Internet and social networks, actively using these tools to recruit
new members and train them, prepare and organize terrorist attacks, promote violence,
distribute extremist literature, etc. [3–5]. Using the Internet-a free and open resource-
allows you to quickly and anonymously distribute any information, address directly
to the audience of social networks and forums, without fear of censorship, present in
traditional mass media. Activities aimed at identifying terrorists and related individuals,
preventing the spread of extremist materials, and preventing upcoming terrorist attacks
require analysis of all information received from representatives of extremist groups
[6, 7]. In this context, the analysis of Internet resources comes to the fore. Due to the
huge volume of information distributed over the Internet, its linguistic diversity and
the requirement to monitor it in real time, it is necessary to use automatic text analysis
procedures to identify potentially dangerous users, timely removal of extremistmaterials,
and analysis of information about terrorists and upcoming terrorist attacks [8]. The main
tasks in creating automatic tools for analyzing terrorist information are to select suitable
data for testing algorithms and to develop algorithms that are suitable for solving the
problem of detecting terrorist activity.

2.1 Development and Analysis of the Extremist Text Corpus

Chen et al. provides examples of collecting, analyzing, and visualizing publicly available
terrorist materials using the so – called “shadow Internet” - a segment of the network that
can only be accessed using special SOFTWARE and remain completely anonymous [9].
For the study, the authors took lists of terrorist groups (664 organizations) and their sites
from US government sources, and downloaded their contents (3.6 million web pages)
in English, Arabic, and Spanish. The finished corpus of extremist texts in English is
described in [10]. All texts were written in Arabic and later translated into English. The
case has a diverse markup (syntactic, semantic, anaphoric markup, as well as temporary
markers and events), which was carried out automatically, and then checked manually.

In [11], a corpus of texts was created containing illegal texts of seven categories
(terrorism, ideological texts, religious hatred, separatism, nationalism, aggression and
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calls for unrest, fascism) and neutral texts with similar vocabulary. Various extensions of
the standard corpus platform for studying specialized text corpora have been proposed
[12, 13]. In [14], research is conducted on the use of methods for analyzing the corpus
of illegal texts.

2.2 Extremist Ideation Detection

According to a study [15], the use of social networks to track the spread of radical ideas
and extremist threats has attracted the attention of researchers for more than 10 years. In
the last 3 years, there has been a surge in research interest in identifying and predicting
the text content ofmessages in open social networks. The authors [16] note that Twitter is
themost common data source, and variousmethods of information retrieval andmachine
learning are used for content analysis. Clustering, logistic regression, and dynamicQuery
Expansion are more suitable for predicting terrorist attacks, riots, or protests. A common
component of various approaches and methods is named Entity Recognition (NER),
which allows you to extract structured information from unstructured or semi-structured
documents. To detect radicalism and extremism in real time, the K-Nearest neighbor
method, the Naive Bayes classifier, the support VectorMachine (SVM)method, decision
trees, Topical Crawler/Link Analysis, and others are most often used [17, 18].

In works based on the analysis of publicly available information on the Internet
(Twitter, text documents of free access), one of the main tasks is to identify terrorist
bandits and other terrorists. The difficulty lies in the fact that, first, communication on
forums is carried out in different languages, and also, perhaps, in their combination
(the same applies to documents posted on the Internet). And secondly, the fact that a
simple search for keywords or specific phrases does not allow you to distinguish terrorist
attacks from, for example, news agencies. In addition, terrorist sites are often disguised
as news sites and religious forums. The number of sites is huge, which makes their
analysis in manual mode ineffective, so for the correct identification of real sites and
forums associated with certain terrorist groups, automatic means of effective selection
and filtering are necessary. It is more difficult to determine whether the information
being distributed belongs to one of the terrorist groups, since different terrorist groups
may be ideologically close and use similar vocabulary [19].

In [20], authors investigated the possibility of creating methods for automatically
detecting aggressiveness in social media texts. Identification of psycholinguistic char-
acteristics of the text and determination of the percentage of words and phrases from the
specified dictionaries is performed. In [21], the analysis of texts with extremist content is
carried out, on the basis of which psychological criteria are derived, according to which
the expert should evaluate the text.

In [22], decision trees to classify texts presented as graphs to classify texts. The
subgraphs obtained as a result of the analysis of documents allow you to select several
words, the presence of which in the text clearly determines its belonging to the terrorist
site. At the same time, the absence of all these words means that the document is not
exactly a terrorist document.

A similar problem, for which several different approaches are used, is considered
in [23]. This is an attempt to automatically identify radical content released by jihadist
groups on Twitter. To do this, we compare the results of classifying tweets into radical
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and non – radical using SVM methods with linear kernel functions, AdaBoost, and the
naive Bayesian classifier.

In [24], the problem of identifying tweets that promote hatred and extremism is
solved as a binary classification problem using the k-neighbor and LIBSVM methods.
It is shown that the classification using LIBSVM is more accurate.

Another area of research on extremist texts on the Internet is to determine the type
of Internet user activity. In this work [25], the task of identifying extremist users is
solved based on Twitter records, and it is also evaluated whether an ordinary user will
choose extraterritorial materials and whether users will respond to contacts initiated by
extremists. In this case, the analysis can be performed on aggregated data after the fact
or in real-time forecast mode.

In [26], we present the Advanced Terrorist Detection System (ATDS), which is
designed to track real-time access to anomalous content, which may include websites
created by terrorists, by analyzing the content of information received by users via the
Internet. ATDS functions in learning and recognition mode. In training mode, ATDS
determines the typical interests of a pre-defined group of users by processing web pages
that these users have accessed for some time. In recognition mode, ATDS monitors
real-time Internet traffic generated by the controlled group, analyzes the content of web
pages, and signals if the information received is not part of the group’s typical range of
interests and is similar to the interests of terrorists. The system analyzes arbitrary text
data, which is used to determine the typical interests of users (groups of users) using the
k-means clustering method.

As you can see, the development of approaches to the presentation of text infor-
mation, its processing, building effective and accurate algorithms for analyzing texts,
identifying their topics is an important and relevant scientific direction, which is paid
much attention in the world. It should be noted that there are practically no researches
devoted to the analysis of terrorist information for Kazakh language. Apparently, this
is due to the lack of systematized data for testing algorithms, and the lack of expressed
need for automatic processing and searching for information on the Internet (since such
processing is performed manually by experts).

Thus, the development of automatic tools for thematic analysis will significantly
improve the efficiency of solving problems of searching the Internet for documents and
individual messages of terrorist and extremist orientation, which, in turn, will lead to the
possibility of preventing upcoming terrorist attacks, reducing the influence of extremist
groups and increasing the level of national security.

3 Development of the Extremist Intended Texts Corpus

Text data is necessary for analyzing what is said, thought, or felt in texts. Unfortunately,
when it comes to analyzing extremist behavior, it is difficult to find a suitable selection of
texts.Many document collections from social networks andmedia, are shared collections
and should be filtered according to the research area. Because of the complexity and
lack of an appropriate subject area of the corpus in the Kazakh Language we decided to
create our own corpus of extremist intended texts. The corpus consists of several parts as
extremist intended posts that contains 3000 words and 15 000 words with non-extremist
posts, which include religious texts and texts from news portals.
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In order to collect data we use Vkontakte social network that is popular in Com-
monwealth of Independent States. Figure 1 illustrates a schema of the data collection
process. We use Python 3.6 to create a parser for data collection. Interaction with the
social network API was performed using the requests library. The Pycharm Community
Edition 2018 software was chosen as the development environment. To get the data we
use The Vkontakte API that is a ready-made interface that allows to get the necessary
information from the Vkontakte social network database using https requests to the
server. Components of the request were given in Table 1.

Table 1. Query components.

Component Value

https:// Connection protocol

Api.vk.com/method Address of the API service

User.get Name of the Vkontakte API method

?user_id = 210700286&v = 5.92 Query parameters

Fig. 1. Data collection schema

Methods are conditional commands that correspond to a specific database operation.
For example, users.get-method for getting information about the user, account.getinfo-
method for returning information about the current user, etc.
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All methods in the system are divided into sections. In the transmitted request, after
the method name, you must pass the input data as GET parameters in the http request. If
the request is processed successfully, the server returns a JSON object with the requested
data. The response structure for each method is strictly defined. The rules are specified
on the pages describing the method in the official documentation.

4 Experiment Results

In order to test the corpus, we approached the extremist text detection problem as a clas-
sification task.We performed the step-by-step process outlined in Fig. 2.We analyse and
do primary pre-processing the collected data. In this step, we labeled all the texts to two
classes, that class 1 means extremist behavior, and class 0 means non-extremist behav-
ior. To preprocess the data we applied StringToWordVector that fulfills tokenization,
stemming, and stop/frequent word removal.

To classify documents into two classes, we experimented with machine learning
models as Gradient boosting with word2vec, Random forest with word2vec, Gradi-
ent boosting with tf-idf, and Random forest with tf-idf. The selected algorithms have
demonstrated their efficiencies in various studies of text classification.

Fig. 2. Overview of the research

For research purposes, we conducted four experiments using a USB enclosure to
classify emotional sentences.

Table 2 illustrates the performance of each methods that applied to identify extremist
texts using the extremist texts corpus. For each method we compare accuracy, precision,
recall, F1 score, and AUC to evaluate quality of corpus and performance of the algo-
rithms. All the methods shown precision around 90%. Table 2 confirms that, the models
classify extremist and non-extremist texts very good showing more that 90% accu-
racy. It means that, quality of the extremist texts corpus is quite good. In spite of this
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Table 2. Comparison of different machine learning models on the corpus

Model Accuracy Precision Recall F1 score

Gradient boosting with word2vec 89 87 86 86

Gradient boosting with tf-idf 85 84 84 85

Random forest with word2vec 87 86 84 85

Random forest with tf-idf 83 84 83 81

result, we should complement the corpus in order to get more precision in identifying
extremist texts. The experimental results illustrate that from our collected corpus, we
can successfully classify extremist behavior in the texts.

Table 3. TF-IDF values of most frequently used words in the corpora

Keyword TF-IDF value

allah (allah) 25.62

jihad (�ihad) 22.62

alla (alla) 19.92

djihad (d�ixad) 17.1

allah (allax) 16.72

sog’ys (cojyc) 14.3

jihad (�ixad) 11.43

sogys (cogyc) 8.4

ka’pir (k@pip) 7.98

tozaq (toza…) 6.28

tozak (tozak) 5.88

kafir (kafip) 3.4

Table 3 shows the TF-IDF values of most frequently used words in the corpora.
These words can be used to improve the reliability of detecting the extremist orientation
in the text. In the future it is planned to assign emotional tones to the revealed words,
which will later be used to create algorithms and software for analyzing the tonality of
the text (sentiment analysis) [27].

For classification authors applied machine learning methods such as linear SVC,
multinomial naive Bayes, logistic regression, classification trees and random forest.
For this experiment authors used open source library of machine learning methods -
Scikit-learn. Classification results are given in Table 4.
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Table 4. Text classification results

Model Accuracy

Linear SVC 0.61

Multinomial naive Bayes 0.81

Logistic regression 0.70

Classification trees 0.51

Random forest 0.83

5 Conclusion and Future Work

In this paper, we applied text classification techniques using natural language processing
technologies for the detection of extremist behavior. To complete our task, we applied
various classification algorithms.

Our experimental results show that the problem can be successfully solved. Experi-
ments show that we can achieve high accuracy in extremist text classification using the
collected corpus.

In this article, we used individual words as attributes without any additional syntactic
or semantic knowledge. In the future, we plan to include information about emotions
that can positively affect the accuracy of the task.

Ideally, text analysis methods are applied to cases containing thousands or even
millions of documents. In this case, less than 200 records were used that can be identified
with certainty as extremist behavior. Further analysis of language models will require a
larger corpus. To achieve a larger corpus, we will use internal semi-automatic methods
that will ensure sufficient representation of each topic in the corpus.

Using a large corpus, researchers can identify features such as the presence of
emotions, cause-and-effect relationships, or language models associated with extremist
behavior that can be used to teach machine learning algorithms. The main purpose of
the case is to use it as an ML resource.

However, despite these limitations, the created corpus proved to be effective in
training ML algorithms.

In the next step of this research we are going to supply the corpus with new texts,
make balanced corpus, tonality of posts in social media, and increase the accuracy of
extremist text classification.
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