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Abstract. Named entity recognition is one of the important tasks in natural lan-
guage processing. Its practical application can be found in various areas such as
speech recognition, information retrieval, filtering, etc. Nowadays there are a vari-
ety of available methods for implementing named entity recognition. In this work
we experimented with three models and compared the performances of machine
learning based models and probabilistic sequence modeling method on the task of
Kazakh language named entity recognition. We considered three models based on
BERT, Bi-LSTM and CRF baseline. In the future these models can be parts of an
ensemble learning system for name entity recognition in order to achieve better
performance results.

Keywords: Named entity recognition · Conditional random fields · BERT ·
Bi-LSTM

1 Introduction

In the information age with the increasing amount of digital data the need for auto-
matic information extraction tools is bigger than ever. While there is a large number of
information extraction tools available now for such languages as English or Russian,
the situations with Kazakh differs. Kazakh is one of the low-resourced languages and it
belongs to the group of agglutinative languages. In this paper we experiment on Kazakh
data using different named entity recognition methods.

Currently, there are various approaches for extracting information. They are diverse
and it is difficult to say that one is better than the other, since one or another shows good
results in different situations. Information retrieval approaches can be classified into the
following categories:
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• rule-based approaches. The experts manually create the rule sets needed to extract
certain data.

• knowledge-based approaches. These include models based on ontologies [1], models
based on thesauri [2].

• statistical approaches. They include hiddenMarkovmodels [3–5], conditionalMarkov
models [6], conditional random fields [7].

• machine learning based approaches [8].

One of the foundational tasks in the process of information extraction is the recogni-
tion of named entities, i.e. spans of text that are proper names of people, organizations,
locations and other objects1. The task consists of identifying the location of names in
text and recognizing their type, as illustrated in Fig. 1.

Fig. 1. A sentence with the proper names and their types denoted by square brackets.

Named entity recognition is an important preliminary step in a significant number of
extraction tasks such as entity linking, relation extraction, event extraction and template
filling (see [9]). Thus, having an accurate model for detecting and classifying proper
names is not only significant on its own, but it also contributes to the performance of all
the downstream tasks in the process of information extraction.

The existing methods for recognizing named entities can be divided into two
categories:

• Rule-based methods. These are the earliest systems for recognizing named entities.
Rules are based on lexico-syntactic patterns specific to a particular language.

• Supervised methods. These techniques y require training data, manually labeled by
experts. Then, on the basis of the annotated data, the system learns the rules for
recognizing named entities.

In recent years state-of-the-art models for the named entity recognition task are
based on pre-trained language models. They include ELMo [10] and BERT [11]. BERT
is a language representation model developed and pre-trained by Google. It is based
on transformers and unlike other language representation models designed to “pre-train

1 In a broad sense it can also encompass recognition of temporal and numerical expressions and
identification of terms specific to a particular subject area, such as names of chemical compounds
in the biological domain.
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deep bidirectional representations from unlabeled text by jointly conditioning on both
left and right context in all layers” [11]. In this paper we compare three different models.
One is based on our previous work [12], the second one is based on BERT and the third
is based on CRF. Furthermore, we juxtapose results of neural network models with the
output of a non-neural named entity recognizer in order to verify, if the amount of training
data that we have collected so far enables neural models to achieve state-of-the-art results
in named entity recognition for Kazakh.

2 Related Work

Classical systems for extracting named entities use manually selected properties [13].
Some early systems used manual rules [14, 15], but the vast majority of modern systems
rely on machine learning models [16], such as conditional random field (CRF) [17,
18], Hidden Markov model (HMM) [19], the support vector method (SVM). Although
traditionalmachine learningmodels are not based onmanual rules, they require amanual
function development process, which is quite expensive and depends on the domain
and language. Recently, many works using neural networks have surpassed classical
systems [20–22]. In recent years, models with a recurrent neural network (RNN) such as
Long-Short-Term-Memory (LSTM) [23], Gated Recurrent Unit (GRU) [24] have been
very successful in sequence modeling problems, for example, Language Modeling [25,
26], machine translation [27], Dialog Act classification [28, 29]. One of the strengths
of RNN models is their ability to learn from the main components of the text (i.e.
words and symbols). This generalization feature facilitates the construction of language-
independentNERmodels [30, 31],which are basedon anuncontrolled studyof properties
and a small annotated case.

The first use of neural models in the task of marking a sequence was proposed
by Collobert et al. [32]. However, there are some limitations to this model. Firstly, a
simple neural network with direct connection is used here, which limits the range of the
considered context around words. The model forgets the useful relationships between
words over a long distance. Secondly, due to the dependence solely on the vectorization
of words, it is impossible to define and use properties represented at the symbol level,
such as suffixes and prefixes.

Later, modified models using bidirectional LSTM or Stacked LSTM were proposed
[33, 34]. For example, in [33], architecture based on bi-LSTM and CRF is used. The
authors of [35] use the bi-LSTM-CNNs architecture. To vectorize characters, they sug-
gest the use of convolutional neural networks. New approaches have been found that
use CNN or LSTM to extract subword information from input characters, the results
of which are superior to other models [33]. Rei et al. [36] proposed a model, in which
words and symbols are fed as input.

3 Models

3.1 Bi-LSTM

The model is based on a bi-LSTM block using vectorization of characters and words
(see Fig. 2).
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Fig. 2. Bi-LSTM based model architecture.

LSTM (Long Short-Term Memory) is a type of recurrent neural network. Recursive
neural networks have the ability to remember the results of past iterations, but they are
not able to remember them long-term. The problem of the disappearance of the gradient
appears [37]. LSTM networks [35] are designed to combat this problem. They contain
three main blocks that control which information will be forgotten and which will be
transmitted to subsequent iterations.

3.2 BERT

BERT (Bidirectional Encoder Representations from Transformers) is a natural language
processing method based on the use of new architecture neural networks for working
with sequences known as “transformers” [11]. BERT features consist in the fact that the
technology is trained based on the entire set of words in a sentence or request. Previously,
neural networks were trained on an ordered sequence of words (from left to right or from
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right to left). BERT allows the language model to examine the context of a word based
on all the words surrounding it. For example, the word “bet” (which can be translated
from Kazakh as “face” or “surface”) will have the same context-free representation in
“adamny� beti” (person’s face) and “ycteldi� beti” (surface of a table). At the same
time, BERT considers word context and represents “bet” using both the previous and
the following surrounding word sequences.

In this paper BERT is used for the single sentence tagging task (see Fig. 3). In our
work the model architecture consists of the BERT model followed by classifier (see
Fig. 4). In this work BERT used twice. First time we use it to represent sentence as
tokens and then BERT is used to get encoded representations of spans. The sentence is
represented as sequence of words (w1, w2,…,wn). BERT takes as input sequences of
up to N tokens. The output is the last hidden state of the sequence with dimension H.
Classifier constitutes of linear layer which takes as input that last hidden state.

Fig. 3. BERT for single sentence tagging task [11].
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Fig. 4. BERT-classifier model architecture.

3.3 Conditional Random Fields

Neural network based models are data intensive, therefore we decided to confront their
performance with a method that attains satisfactory results even with respect to the
modest amount of data. We choose for this purpose Conditional Random Fields, a prob-
abilistic sequence modeling framework [38] that was used for constructing named entity
recognizers in the past [17].

As defined by Laferty et al. [38], for a sequence of data points X in conjunction with
labels Y and a graph G = (V, E) such that Y is indexed by vertices from V (i.e. Y =
(Yv), v ε V), the (X, Y) pair is a conditional random field, if the random variables Yv
obey the Markov property with respect to G, i.e.

p(Yv ∨ X ,Yw,w �= v) = p(Yv ∨ X ,Yw,w ∼ v) (1)

where w~v means that (w, v) ε E. In our case X represents a sentence and Y consists of
named entity labels for the words within the sentence.

CRF models require feature engineering in order to attain satisfactory results (see
Table 1).

Table 1. CRF baseline feature set.

Feature Examples

Current word word[0] = Tailandta

Prefixes and sufffixes of the current word p[1] = T p[2] = Ta p[3] = Tai s[1] = a s[2] = ta
s[3] = dta

Word shapes shape[0] = ul shape [1] = l

Predecessors and successors of the current
word

word[1] = su
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The model inherits the set of features from the Named Entity Recognizer devel-
oped for [39] with exception of lemmata and part-of-speech based features that are not
available in our corpus.

4 Training and Evaluation

The experiments were conducted on data collected from Kazakh online news sources.
The volume of the data was 7153 sentences. The dataset was labeled manually with
4 entity classes (Location, Organization, Person and Other). IOB scheme was used to
denote boundaries of entities. The data were partitioned into training, validation and
test sets with [6507, 2531 and 3015 sentences, respectively. The distribution of entities
among classes is shown in Table 2.

Table 2. Entity class distribution

Enttiy class Sample count

Location 4763

Organization 1650

Person 4352

Other 99650

For the purpose of trainingwe usedBERTBASE model with the following parameters:
H = 768, S = 512, Total Parameters = 110 M. The pre-trained “bert-base-multilingual-
cased” model that covers 104 languages was used for initialization. Parameters of the
CRF model were estimated using the Passive Aggressive algorithm [39] with the maxi-
mum number of iterations set to 25. The CRFsuite library [40] was used for training the
model.

We followed the established practice to compute precision, recall and F1 scores with
respect to the explicitly defined testset for the models under evaluation [41]. The metrics
are computed according to the following formulas.

Precision = tp

tp + fp
, (2)

Recall = tp

tp + fn
, (3)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

where tp means true positives (number of correctly recognized entities), fp means false
positives (number of tokens that were mistakenly recognized as named entities) and fn
means false negatives (number of named entities that were not recognized).
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5 Results

Themain results of the paper are presented in Table 3. As it can be seen from the table the
BERT-classifier model outperforms simple Bi-LSTM system and shows better results in
precision, recall and F1 metrics. However, it does not surpass the CRF baseline.

Table 3. Comparison of the results on the test set.

Architecture Precision Recall F1

Bi-LSTM 86.81 83.94 85.31

BERT-classifier 98.93 97.07 97.99

CRF baseline 97.73 91.32 94.27

Tables 4 and 5 present the detailed results of the experiments. In Table 4 we report
the precision, recall and F1 scores obtained for the entity classes separately. Table 5
shows per tag results according to the IOB scheme that was used for training.

Table 4. Per class results on the test set.

Architecture Entity class Precision Recall F1

Bi-LSTM LOC 0.8573 0.8464 0.8525

ORG 0.8735 0.8253 0.8456

PER 0.8693 0.8577 0.8618

BERT-classifier LOC 0.9791 0.9858 0.9872

ORG 0.9539 0.8465 0.9406

PER 0.9680 0.9642 0.9627

CRF baseline LOC 0.9776 0.9839 0.9807

ORG 0.9488 0.8268 0.8836

PER 0.9676 0.9555 0.9615
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Table 5. Per tag results on the test set.

Architecture Tag Precision Recall F1

Bi-LSTM B-LOC 0.8759 0.8654 0.8702

B-ORG 0.9043 0.8783 0.8893

B-PER 0.8614 0.8521 0.8582

I-LOC 0.8675 0.8445 0.8579

I-ORG 0.8564 0.8359 0.8431

I-PER 0.8955 0.8852 0.8903

BERT-classifier B-LOC 0.9973 0.9825 0.9899

B-ORG 1.0000 0.9795 0.9896

B-PER 0.9971 0.9663 0.9815

I-LOC 1.0000 0.9545 0.9767

I-ORG 0.9535 0.9535 0.9535

I-PER 0.9881 0.9881 0.9881

CRF baseline B-LOC 0.9899 0.9863 0.9881

B-ORG 0.9840 0.8280 0.8993

B-PER 0.9871 0.9656 0.9762

I-LOC 0.9697 0.9412 0.9552

I-ORG 0.9506 0.7857 0.8603

I-PER 0.9825 0.9722 0.9773

6 Conclusion

In this paper we applied current state-of-the-art language representation model BERT to
theKazakhNER task and compared the results with themodels based onBi-LSTMmod-
ule and CRF baseline. Despite the fact that the task of extracting named entities hasmany
approaches to solving, the most popular are the approaches based on machine learning
using contextual information. The Bi-LSTM algorithm uses the two-sided environment
of the target word (before and after it) as contextual information, and as shown by the
experiments, it demonstrates relatively high accuracy and completeness results, but it
does not surpass the CRF baseline in our task. We found out that BERT-based model
achieves significantly better results on the standard evaluation than both Bi-LSTM and
CRFmodels. The results are especially notable in the case of ORG entities where neither
Bi-LSTM model nor the CRF baseline get close to the performance of the BERT-based
model.
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