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## 1. Introduction

Media with anisotropic properties are widely used in modern radio electronics, an astrophysics, and in plasma physics. Anisotropic materials have found wide application in the microcircuits working on ultrahigh frequencies. Thin films from monocrystals are effectively used as waveguide's systems. At present, artificial anisotropic materials are especially actual for the design of microwave integrated circuits and optical devices. The technology advances are making the production of substrates, dielectric anisotropic films and anisotropic material filling more and more convenient.
Due to the complexity caused by the parameter tensors, the plane wave expansion (Born \& Wolf, 1999) is often used in the analysis of anisotropic media. The standard mathematical technique for treating propagation through a homogeneous anisotropic medium is to investigate the independent time-harmonic plane wave solutions of Maxwell's equations. And consequently, the Fourier transform is widely applied (Chen, 1983; Kong, 1986; Ren, 1993; Uzunoglu et al., 1985).
The radiation field of a dipole in a anisotropic medium is considered in greater detail and devised by (Bunkin, 1957; Clemmow, 1963a;b; Kogelnik \& Motz, 1963). It is shown (Clemmow, 1963a;b) that each such field is related by a simple scaling procedure to a corresponding vacuum field. The vacuum field is expressed as the superposition of a transverse magnetic field, in which the magnetic vector is everywhere perpendicular to the axis of symmetry of the anisotropic medium, and a coplanar transverse electric field; and different scaling is applied separately to each partial field. But because of the inevitable complication of any such general analysis it also seemed desirable to isolate the simplest non-trivial case.
Using these methods, (Uzunoglu et al., 1985) found the solution of the vector wave equation in cylindrical coordinates for a gyroelectric medium. (Ren, 1993) continued that work for spherical coordinates in a similar procedure and obtained spherical wave functions and dyadic Green's functions in gyroelectric media. The dyadic Green's functions for various kinds of anisotropic media with different structures have been studied by many authors (Barkeshli, 1993; Cottis, 1995; Lee \& Kong, 1983; Weiglhofer, 1990; 1993). The problems, however, are mostly analyzed in spectral domain in terms of Fourier transform, due to the
difficulty of finding the expansion of the dyadic Green's functions in terms of vector wave functions for anisotropic media. It shows the necessity of better characterizing the anisotropic media and producing more realistic models for the components that use them.
The purpose of this chapter is to obtain explicit expressions for the stationary problem of the field produced by a given distribution of external currents in an infinite homogeneous uniaxial anisotropic medium without using the scaling procedure to a corresponding vacuum field and the dyadic Green's functions.
This chapter is organized as follows: in the following section, section 2, we present the method of generalized function to solve the Maxwell's equations for isotropic media. To demonstrate the method we deduce the general solutions of Maxwell's equations by means of the unique Green's function. Interrelation between the Green's function and electrodynamic potentials and also the Hertz potential is shown. Some forms of the Green's function for lower dimension are presented. In section 3, the method of generalized functions is employed for solving the problem of uniaxial crystals. We introduce there a stationary electromagnetic field $(\boldsymbol{E}, \boldsymbol{H})$ of frequency $\omega$ and formulate the problem. We use the generalized method of the Fourier transformation for solving the matrix form of Maxwell's equations. Radiation of electric and magnetic dipole is considered and their directivity diagrams are obtained. In section 4, we adduce all points of section 3 only for magnetic media. Finally, in section 5 conclusions and future related research are presented. In this chapter, we can note the following main results. The fundamental solutions of a system of Maxwell's equations for uniaxial anisotropic media are obtained. Due to the fundamental solutions, general exact expression of an electromagnetic field in boundless uniaxial crystal is obtained in the vector type by the method of generalized functions. The results are valid for any values of the elements of the permeability tensor, as well as for sources of the electromagnetic waves described by discontinuous and singular functions. In particular, the solutions for elementary electric and magnetic dipoles have been deduced. Through the use of the expressions for current density of the point magnetic and electric dipoles using delta-function representations, the formulae for the radiated electromagnetic waves, as well as the corresponding radiation patterns, are derived. The obtained solution in the anisotropic case yields the well-known solutions for the isotropic case as a limiting case. Validity of the solutions have been checked up on balance of energy by integration of energy flow on sphere. The numerical calculation of the solution of Maxwell's equations shows that it satisfies the energy conservation law.
By means of the method of generalized functions it is possible to represent the electromagnetic field in the integral form with respect to their values on an arbitrary closed surface. Subsequently analytical solutions of Maxwell's equations obtained in this chapter for unbounded anisotropic media allow to construct the integral equations for solving the class of corresponding boundary problems. The obtained solutions can be easily generalized taking into account magnetic currents. Because electric and magnetic currents are independent, it makes it possible to decompose a solution on separate independent solutions. The solutions can be also represented with the help of vector potentials for the corresponding fundamental solutions.

## 2. Method of generalized functions

To present the method of generalized functions (Alekseyeva \& Sautbekov, 1999; 2000) we shall consider stationary Maxwell's equations for isotropic media

$$
\left\{\begin{array}{l}
\nabla \times \boldsymbol{H}+i \omega \boldsymbol{D}=\boldsymbol{j}  \tag{1}\\
\nabla \times \boldsymbol{E}-i \omega \boldsymbol{B}=0
\end{array}\right.
$$

The linear relation between the induction and the intensity of electric field in isotropic dielectric mediums is:

$$
\begin{equation*}
\boldsymbol{D}=\varepsilon \varepsilon_{0} \boldsymbol{E} \tag{2}
\end{equation*}
$$

and the vector of magnetic induction is given by:

$$
\begin{equation*}
\boldsymbol{B}=\mu \mu_{0} \boldsymbol{H}, \tag{3}
\end{equation*}
$$

$\mu, \varepsilon$ are the relative magnetic and dielectric permeability respectively, $E$ and $H$ are the intensity of electric and magnetic fields respectively, and $j$ is vector of current density.
We will present the system (1) in the matrix form:

$$
\begin{equation*}
\mathbf{M U}=\mathbf{J} \tag{4}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{M}=\left(\begin{array}{cc}
i \omega \varepsilon_{0} \varepsilon \boldsymbol{I} & G_{0} \\
\boldsymbol{G}_{0} & -i \omega \mu_{0} \mu \boldsymbol{I}
\end{array}\right), \quad \boldsymbol{G}_{0}=\left(\begin{array}{ccc}
0 & -\partial_{z} & \partial_{y} \\
\partial_{z} & 0 & -\partial_{x} \\
-\partial_{y} & \partial_{x} & 0
\end{array}\right),  \tag{5}\\
\mathbf{U}=\binom{\boldsymbol{E}}{\boldsymbol{H}}, \quad \mathbf{J}=\binom{\boldsymbol{j}}{\mathbf{0}}, \quad \boldsymbol{E}=\left(\begin{array}{l}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right), \quad \boldsymbol{H}=\left(\begin{array}{l}
H_{x} \\
H_{y} \\
H_{z}
\end{array}\right), \quad \boldsymbol{j}=\left(\begin{array}{l}
j_{x} \\
j_{y} \\
j_{z}
\end{array}\right), \quad \mathbf{0}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), \tag{6}
\end{gather*}
$$

$\omega$ is the constant frequency of electromagnetic field, $\mathbf{M}$ is Maxwell's operator, $I$ is a identity matrix $3 \times 3$.
A method generalized functions based on the theory of the generalized function of the Fourier transformation is used for solving the matrix equation (4) (Vladimirov, 2002):

$$
\begin{equation*}
\tilde{E}(\boldsymbol{k})=\mathbf{F}[\boldsymbol{E}(\boldsymbol{r})]=\int_{\mathbb{R}^{3}} \boldsymbol{E}(\boldsymbol{r}) \exp (-i \boldsymbol{k} r) d V \tag{7}
\end{equation*}
$$

where

$$
\begin{gather*}
\boldsymbol{E}(\boldsymbol{r})=\mathbf{F}^{-1}[\tilde{\boldsymbol{E}}(\boldsymbol{k})]=\int_{\mathbb{R}^{3}} \tilde{\boldsymbol{E}}(\boldsymbol{k}) \exp (i \boldsymbol{k} \boldsymbol{r}) \frac{d^{3} k}{(2 \pi)^{3}}  \tag{8}\\
\boldsymbol{k}=\left(k_{x}, k_{y}, k_{z}\right), \quad d^{3} k=d k_{x} k_{y} k_{z}, \quad d V=d x d y d z, \quad r=(x, y, z) .
\end{gather*}
$$

By means of direct Fourier transformation we will write down the system of equations (1) or (4) in matrix form:

$$
\begin{equation*}
\tilde{\mathbf{M}} \tilde{\mathbf{U}}=\tilde{\mathbf{J}}, \tag{9}
\end{equation*}
$$

$$
\tilde{\mathbf{M}}=\left(\begin{array}{cc}
i \varepsilon_{0} \varepsilon \omega \boldsymbol{I} & \tilde{\boldsymbol{G}_{0}}  \tag{10}\\
\tilde{\boldsymbol{G}}_{0} & -i \mu_{0} \mu \omega \boldsymbol{I}
\end{array}\right), \quad \tilde{\boldsymbol{G}_{0}}=i\left(\begin{array}{ccc}
0 & -k_{z} & k_{y} \\
k_{z} & 0 & -k_{x} \\
-k_{y} & k_{x} & 0
\end{array}\right)
$$

The solution of the problem is reduced to determination of the system of the linear algebraic equations relative to Fourier-components of the fields, where Ũ is defined by means of inverse
matrix $\tilde{\mathbf{M}}^{-1}$ :

$$
\begin{equation*}
\tilde{\mathbf{U}}=\tilde{\mathbf{M}}^{-1} \tilde{\mathbf{J}} \tag{11}
\end{equation*}
$$

By introducing new function according to

$$
\begin{equation*}
\tilde{\psi}_{0}=\frac{1}{k_{0}^{2}-k^{2}} \tag{12}
\end{equation*}
$$

we define the inverse matrix:

$$
\tilde{\mathbf{M}}^{-1}=\tilde{\psi}_{0}\left(\begin{array}{cc}
-\left(\varepsilon_{0} \varepsilon\right)^{-1} \tilde{\boldsymbol{G}}_{1} & -\tilde{\boldsymbol{G}}_{0}  \tag{13}\\
-\tilde{\boldsymbol{G}}_{0} & \left(\mu_{0} \mu\right)^{-1} \tilde{\boldsymbol{G}}_{1}
\end{array}\right)
$$

where

$$
\begin{gather*}
\tilde{\boldsymbol{G}_{1}}=\frac{1}{i \omega}\left(\begin{array}{ccc}
k_{1}^{2}-k_{0}^{2} & k_{1} k_{2} & k_{1} k_{3} \\
k_{1} k_{2} & k_{2}^{2}-k_{0}^{2} & k_{2} k_{3} \\
k_{1} k_{3} & k_{2} k_{3} & k_{3}^{2}-k_{0}^{2}
\end{array}\right),  \tag{14}\\
k_{0} \equiv \omega \sqrt{\varepsilon_{0} \varepsilon \mu_{0} \mu},  \tag{15}\\
k^{2}=k_{x}^{2}+k_{y}^{2}+k_{z}^{2} .
\end{gather*}
$$

By considering the inverse Fourier transformation

$$
\begin{equation*}
\mathbf{M}^{-1}=\mathrm{F}^{-1}\left[\tilde{\mathbf{M}}^{-1}\right], \quad \mathbf{J}=\mathrm{F}^{-1}[\tilde{\mathbf{J}}], \quad \mathbf{U}=\mathrm{F}^{-1}[\tilde{\mathbf{U}}] \tag{16}
\end{equation*}
$$

and using the property of convolution:

$$
\begin{equation*}
\mathrm{F}^{-1}\left[\tilde{\mathbf{M}}^{-1} \tilde{\mathbf{J}}\right]=\mathbf{M}^{-1} * \mathbf{J}, \tag{17}
\end{equation*}
$$

where symbol " $*$ " denotes the convolution on coordinates $x, y, z$, it is possible to get the solution of the Maxwell equations (4) as:

$$
\begin{equation*}
\mathbf{U}=\mathbf{M}^{-1} * \mathbf{J} \tag{18}
\end{equation*}
$$

where

$$
\mathbf{M}^{-1}=\left(\begin{array}{cc}
-\left(\varepsilon_{0} \varepsilon\right)^{-1} G_{1} & -\boldsymbol{G}_{0}  \tag{19}\\
-\boldsymbol{G}_{0} & \left(\mu_{0} \mu\right)^{-1} G_{1}
\end{array}\right) \psi_{0}, \quad \boldsymbol{G}_{1}=\frac{-1}{i \omega}\left(\begin{array}{ccc}
\frac{\partial^{2}}{\partial x^{2}}+k_{0}^{2} & \frac{\partial^{2}}{\partial x \partial y} & \frac{\partial^{2}}{\partial x \partial z} \\
\frac{\partial^{2}}{\partial x \partial y} & \frac{\partial^{2}}{\partial y^{2}}+k_{0}^{2} & \frac{\partial^{2}}{\partial y \partial z} \\
\frac{\partial^{2}}{\partial x \partial z} & \frac{\partial^{2}}{\partial y \partial z} & \frac{\partial^{2}}{\partial z^{2}}+k_{0}^{2}
\end{array}\right)
$$

or

$$
\begin{equation*}
\binom{\boldsymbol{E}}{\boldsymbol{H}}=\binom{\left(i \varepsilon_{0} \varepsilon \omega\right)^{-1}\left(\nabla \nabla+k_{0}^{2}\right)\left(\boldsymbol{j} * \psi_{0}\right)}{-\nabla \times\left(\boldsymbol{j} * \psi_{0}\right)}=\binom{\left(\varepsilon_{0} \varepsilon\right)^{-1} \nabla \rho * \psi_{0}-i \mu_{0} \mu \omega \psi_{0} * j}{\boldsymbol{j} \times * \nabla \psi_{0}} \tag{20}
\end{equation*}
$$

according to the charge conservation low

$$
\begin{equation*}
\nabla j-i \omega \rho=0 \tag{21}
\end{equation*}
$$

Here $\rho$ is charge density, $\psi_{0}$ is the Green's function or a fundamental solution of the Helmholtz operator for isotropic medium (Vladimirov, 2002):

$$
\begin{equation*}
\psi_{0}=\mathrm{F}^{-1}\left[\tilde{\psi}_{0}\right]=-\frac{1}{4 \pi} \frac{e^{i k_{0} r}}{r}, \quad r=\sqrt{x^{2}+y^{2}+z^{2}} \tag{22}
\end{equation*}
$$

which satisfy the equation:

$$
\begin{equation*}
\left(\triangle+k_{0}^{2}\right) \psi_{0}=\delta(r) \tag{23}
\end{equation*}
$$

On the other hand, we can obtain Eqn. (23), after application of the inverse Fourier transformation from Eqn. (12).
Thus, the general solution of the system of stationary Maxwell's equations for a three-dimensional unbounded isotropic media was deduced by means of solely one fundamental solution $\psi_{0}$. Hence, the solution preserves the same form concerning the fundamental solution $\psi_{0}$ for two-dimensional and one-dimensional problems. The useful forms of the fundamental solutions are adduced below by means of Fourier transformations:

$$
\begin{gathered}
\psi_{0}\left(x, y, k_{z}, \omega\right)=-\frac{i}{4} \mathrm{H}_{0}^{(1)}\left(\sqrt{k_{0}^{2}-k_{z}^{2}} \sqrt{x^{2}+y^{2}}\right) \quad \text { (two-dimensional case), } \\
\psi_{0}\left(k_{x}, y, k_{z}, \omega\right)=\frac{\exp (i h|y|)}{2 i h}, \quad h=\sqrt{k_{0}^{2}-k_{x}^{2}-k_{z}^{2}}-\text { const } \quad \text { (one-dimensional case). }
\end{gathered}
$$

### 2.1 Electrodynamic potentials and Hertz vector

It should be noted that all electrodynamic quantities of isotropic media can be expressed by function $\psi_{0}$, including the electrodynamic potentials and Hertz vector. By designating the scalar potential $\varphi$ and vector potential $A$ :

$$
\begin{equation*}
\varphi=-\left(\varepsilon_{0} \varepsilon\right)^{-1} \psi_{0} * \rho, \quad A=-\mu_{0} \mu \psi_{0} * j, \tag{24}
\end{equation*}
$$

the solution (18) or (20) can be presented in known form by vector potential

$$
\begin{equation*}
E=-\nabla \varphi+i \omega A, \quad H=\left(\mu_{0} \mu\right)^{-1} \nabla \times A . \tag{25}
\end{equation*}
$$

It should be noted that physical sense of Lorentz gauge of potentials consists in the charge conservation law (21), indeed

$$
\begin{equation*}
\nabla A-i \omega \varepsilon_{0} \varepsilon \mu_{0} \mu \varphi=-\mu_{0} \mu \psi_{0} *(\nabla j-i \omega \rho)=0 . \tag{26}
\end{equation*}
$$

Similarly, by designating Hertz vector

$$
\begin{equation*}
\boldsymbol{\Pi}=\left(i \omega \varepsilon_{0} \varepsilon\right)^{-1} \boldsymbol{j} * \psi_{0} \tag{27}
\end{equation*}
$$

solution (18) can be written as

$$
\begin{gather*}
E=\left(\nabla \nabla+k_{0}^{2}\right) \boldsymbol{\Pi}=\nabla \times \nabla \times \boldsymbol{\Pi}+\left(i \varepsilon_{0} \varepsilon \omega\right)^{-1} j, \\
\boldsymbol{H}=-i \varepsilon_{0} \varepsilon \omega \nabla \times \boldsymbol{C} . \tag{28}
\end{gather*}
$$

It is easy to take notice that the relation between the electrodynamic potentials and Hertz potential is

$$
\begin{equation*}
A=-i \omega \varepsilon_{0} \varepsilon \mu_{0} \mu \Pi, \quad \varphi=-\nabla \Pi . \tag{29}
\end{equation*}
$$

## 3. The generalized solutions of Maxwell equations for the uniaxial crystal

The exact analytical solutions of Maxwell's equations are constructed by means of method of generalized functions in vector form for unlimited uniaxial crystals (Sautbekov et al., 2008). The fundamental solutions of a system of Maxwell's equations for uniaxial crystals are obtained. The solution of the problem was analyzed in Fourier space and closed form analytical solutions were derived in Section (3.2), above. Then, when the current distribution is defined in such a medium, the corresponding radiated electric and magnetic fields can be calculated anywhere in space. In particular, the solutions for elementary electric dipoles have been deduced in Section(3.3), and the radiation patterns for Hertz radiator dipole are represented. The governing equations and radiation pattern in the case of an unbounded isotropic medium were obtained as a special case. Validity of the solutions have been checked up on balance of energy by integration of energy flow on sphere.

### 3.1 Statement of the problem

The electric and magnetic field strengths satisfy system of stationary the Maxwell's equations (1), which is possible to be presented in matrix form (4), where

$$
\mathbf{M}=\left(\begin{array}{cc}
-i \omega \varepsilon_{0} \hat{\varepsilon} & G_{0}  \tag{30}\\
G_{0} & i \mu_{0} \mu \mathbf{I}
\end{array}\right), \quad \hat{\varepsilon}=\left(\begin{array}{ccc}
\varepsilon_{1} & 0 & 0 \\
0 & \varepsilon & 0 \\
0 & 0 & \varepsilon
\end{array}\right) .
$$

The relation between the induction and the intensity of electric field in anisotropic dielectric mediums is:

$$
D=\hat{\varepsilon} \varepsilon_{0} E .
$$

If we choose a frame in main axes of dielectric tensor, the constitutive equation will be written as:

$$
D_{x}=\varepsilon_{1} \varepsilon_{0} E_{x}, \quad D_{y}=\varepsilon \varepsilon_{0} E_{y}, \quad D_{z}=\varepsilon \varepsilon_{0} E_{z} .
$$

The elements of the dielectric permeability tensor $\hat{\varepsilon}$ correspond to a one-axis crystal, moreover the axis of the crystal is directed along axis $x$. Moreover, it is required to define the intensities of the electromagnetic field $E, H$ in the space of generalized function.

### 3.2 Problem solution

By means of direct Fourier transformation, we write down the system of equations in matrix form (9). The solution of the problem is reduced to determination of the system of the linear algebraic equations relative to Fourier-components of the fields, where $\tilde{\mathbf{U}}$ is defined by means of inverse matrix $\tilde{\mathbf{M}}^{-1}$. By introducing new functions according to $\tilde{\psi}_{0}$ (12) and

$$
\begin{equation*}
\tilde{\psi}_{1}=\left(k_{n}^{2}-\frac{\varepsilon_{1}}{\varepsilon} k_{x}^{2}-k_{y}^{2}-k_{z}^{2}\right)^{-1}, \quad \tilde{\psi}_{2}=\left(\frac{\varepsilon_{1}}{\varepsilon}-1\right) \tilde{\psi}_{1} \tilde{\psi}_{0} \tag{31}
\end{equation*}
$$

the components of the electromagnetic field after transformations in Fourier space can be written as follows:

$$
\left\{\begin{array}{l}
\tilde{E}_{x}=\left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2} \tilde{j}_{x}-k_{x} k \tilde{j}\right) \tilde{\psi}_{1},  \tag{32}\\
\tilde{E}_{y}=\left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2} \tilde{\psi}_{0} \tilde{j}_{y}-k_{y} \tilde{\psi}_{1} k \tilde{j}-k_{0}^{2} k_{y} \tilde{\psi}_{2} k \tilde{j}_{\perp}\right), \\
\tilde{E}_{z}=\left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2} \tilde{\psi}_{0} \tilde{j}_{z}-k_{z} \tilde{\psi}_{1} k \tilde{j}-k_{0}^{2} k_{z} \tilde{\psi}_{2} k \tilde{j}_{\perp}\right),
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\tilde{H}_{x}=-i \tilde{\psi}_{0}(k \times \tilde{j})_{x}  \tag{33}\\
\tilde{H}_{y}=-i\left(k_{z} j_{x} \tilde{\psi}_{1}-k_{x} k_{z} \tilde{\psi}_{2} k \tilde{j}_{\perp}+k_{x} \tilde{j}_{z} \tilde{\psi}_{0}\right) \\
\tilde{H}_{z}=-i\left(k_{x} \tilde{j}_{y} \tilde{\psi}_{0}+k_{y} \tilde{j}_{x} \tilde{\psi}_{1}+k_{x} k_{y} \tilde{\psi}_{2} \tilde{j}_{\perp}\right)
\end{array}\right.
$$

where,

$$
\begin{equation*}
\tilde{j}=\tilde{j}_{\perp}+\tilde{j}_{0}, \quad \tilde{j}_{0}=\left(\tilde{j}_{x}, 0,0\right), \quad \tilde{j}_{\perp}=\left(0, \tilde{j}_{y}, \tilde{j}_{z}\right), \quad k_{n}^{2}=k_{0}^{2} \varepsilon_{1} / \varepsilon, \tag{34}
\end{equation*}
$$

that $k_{n}$ is the propagation constant along the axis of the crystal ( $x$-axis), and $k_{0}$ is the propagation constant along the $y$ and $z$ axis. It is possible to present the electromagnetic fields in vector type:

$$
\begin{gather*}
\tilde{E}=-\frac{i}{\varepsilon_{0} \varepsilon \omega}\left(k_{0}^{2}\left\{\tilde{j}_{\perp} \tilde{\psi}_{0}+\tilde{j}_{0} \tilde{\psi}_{1}+\left(k_{x} \boldsymbol{k} \tilde{j}_{\perp}-\boldsymbol{k}\left(\boldsymbol{k} \tilde{j}_{\perp}\right)\right) \tilde{\psi}_{2}\right\}-\boldsymbol{k}(\boldsymbol{k j}) \tilde{\psi}_{1}\right),  \tag{35}\\
\tilde{\boldsymbol{H}}=-i \boldsymbol{k} \times\left(\tilde{j}_{\perp} \tilde{\psi}_{0}+\tilde{j}_{0} \tilde{\psi}_{1}+\boldsymbol{k}_{x}\left(\boldsymbol{k} \tilde{j}_{\perp}\right) \tilde{\psi}_{2}\right), \quad \boldsymbol{k}_{x}=\mathbf{e}_{x}\left(\mathbf{e}_{x} \boldsymbol{k}\right), \tag{36}
\end{gather*}
$$

where $\mathbf{e}_{x}$ is the unit vector along $x$-axis. Using the property of convolution and by considering the inverse Fourier transformation it is possible to get the solution of the Maxwell equations in the form of the sum of two independent solutions:

$$
\begin{equation*}
E=E_{1}+E_{2}, \quad H=H_{1}+H_{2} . \tag{37}
\end{equation*}
$$

The first of them, fields $\boldsymbol{E}_{1}$ and $\boldsymbol{H}_{1}$, is defined by one Green function $\psi_{1}$ and the density of the current $j_{0}$ along the axis of the crystal:

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{1}=\left(i \varepsilon_{0} \varepsilon \omega\right)^{-1}\left(\nabla \nabla+k_{0}^{2}\right)\left(\psi_{1} * j_{0}\right),  \tag{38}\\
\boldsymbol{H}_{1}=-\nabla \times\left(\psi_{1} * j_{0}\right)
\end{array}\right.
$$

where $r^{\prime}=\sqrt{x^{2} \varepsilon / \varepsilon_{1}+y^{2}+z^{2}}$ and

$$
\begin{equation*}
\psi_{1}=-\frac{1}{4 \pi} \sqrt{\frac{\varepsilon}{\varepsilon_{1}}} \frac{e^{i k_{n} r^{\prime}}}{r^{\prime}} \tag{39}
\end{equation*}
$$

The second solution, fields $E_{2}$ and $H_{2}$, can be written by using the component of the density of the current $j_{\perp}$ perpendicular to axis $x$ and Green functions $\psi_{0}, \psi_{1}$ and $\psi_{2}$ :

$$
\left\{\begin{array}{c}
\boldsymbol{E}_{2}=\left(i \varepsilon_{0} \varepsilon \omega\right)^{-1}\left(k_{0}^{2}\left(j_{\perp} * \psi_{0}+\nabla_{\perp} \nabla j_{\perp} * \psi_{2}\right)+\nabla \nabla\left(j_{\perp} * \psi_{1}\right)\right), \\
H_{2}=-\nabla \times\left(j_{\perp} * \psi_{0}-\mathbf{e}_{x} \frac{\partial}{\partial x} \nabla j_{\perp} * \psi_{2}\right), \\
\psi_{2}=\left(\frac{\varepsilon_{1}}{\varepsilon}-1\right) \psi_{0} * \psi_{1}  \tag{42}\\
\nabla_{\perp} \equiv \nabla-\mathbf{e}_{x} \frac{\partial}{\partial x}
\end{array}\right.
$$

We note here that the function $\psi_{0}(22)$ is a fundamental solution of the Helmholtz operator for isotropic medium, while $\psi_{1}$ (39) corresponds to the functions $\psi_{0}$ for the space deformed along
the axis of the crystal. Furthermore, the following useful identities are valid:

$$
\begin{align*}
& \mathrm{F}^{-1}\left[\tilde{\psi}_{0}\left(k_{0}^{2}-k_{x}^{2}\right)^{-1}\right]=\psi_{0} * \mathrm{~F}^{-1}\left[\left(k_{0}^{2}-k_{x}^{2}\right)^{-1}\right]= \\
& -\frac{i}{8 \pi k_{0}}\left(e^{i k_{0} x}\left(\operatorname{Ci}\left(k_{0}(r-x)\right)+i \operatorname{si}\left(k_{0}(r-x)\right)\right)+e^{-i k_{0} x}\left(\operatorname{Ci}\left(k_{0}(r+x)\right)+i \operatorname{si}\left(k_{0}(r+x)\right)\right)\right), \tag{43}
\end{align*}
$$

$$
\begin{gather*}
\mathrm{F}^{-1}\left[\tilde{\psi}_{1}\left(k_{0}^{2}-k_{x}^{2}\right)^{-1}\right]=\psi_{1} * \mathrm{~F}^{-1}\left[\left(k_{0}^{2}-k_{x}^{2}\right)^{-1}\right]=-\frac{i}{8 \pi k_{0}}\left(e ^ { i k _ { 0 } x } \left(\operatorname{Ci}\left(k_{n} r^{\prime}-k_{0} x\right)+\right.\right. \\
\left.\left.i \operatorname{si}\left(k_{n} r^{\prime}-k_{0} x\right)\right)+e^{-i k_{0} x}\left(\operatorname{Ci}\left(k_{n} r^{\prime}+k_{0} x\right)+i \operatorname{si}\left(k_{n} r^{\prime}+k_{0} x\right)\right)\right),  \tag{44}\\
\mathrm{F}^{-1}\left[\tilde{\psi}_{2}\right]=\mathrm{F}^{-1}\left[\tilde{\psi}_{0}\left(k_{0}^{2}-k_{x}^{2}\right)^{-1}\right]-\mathrm{F}^{-1}\left[\tilde{\psi}_{1}\left(k_{0}^{2}-k_{x}^{2}\right)^{-1}\right] . \tag{45}
\end{gather*}
$$

Therefore, by also using (44), (45) above we find that the function $\psi_{2}$ is given by:

$$
\begin{array}{r}
\psi_{2}=\frac{1}{8 \pi k_{0} i}\left(e^{i k_{0} x}\left(\mathrm{Ci}\left(k_{0}(r-x)\right)+i \operatorname{si}\left(k_{0}(r-x)\right)\right)+e^{-i k_{0} x}\left(\operatorname{Ci}\left(k_{0}(r+x)\right)+i \operatorname{si}\left(k_{0}(r+x)\right)\right)-\right. \\
\left.e^{i k_{0} x}\left(\operatorname{Ci}\left(k_{n} r^{\prime}-k_{0} x\right)+i \operatorname{si}\left(k_{n} r^{\prime}-k_{0} x\right)\right)-e^{-i k_{0} x}\left(\operatorname{Ci}\left(k_{n} r^{\prime}+k_{0} x\right)+i \operatorname{si}\left(k_{n} r^{\prime}+k_{0} x\right)\right)\right), \tag{46}
\end{array}
$$

where integral cosine and integral sine functions are defined by the following formulae:

$$
\begin{equation*}
\mathrm{Ci}(z)=\gamma+\ln (z)+\int_{0}^{z} \frac{\cos (t)-1}{t} d t, \quad \operatorname{si}(z)=\int_{0}^{z} \frac{\sin (t)}{t} d t-\frac{\pi}{2} \tag{47}
\end{equation*}
$$

and Euler constant $\gamma=0,5772$.
Solutions (19), (20) and (22) can be also represented with the help of vector potentials $A_{0}, A_{1}$ and $A_{2}$ as follows:

$$
\left\{\begin{array}{l}
E=i \omega\left(A_{0}+\mathbf{e}_{x}\left(\mathbf{e}_{x} A_{1}\right)+\nabla_{\perp} \nabla A_{2}+\frac{1}{k_{0}^{2}} \nabla \nabla A_{1}\right),  \tag{48}\\
H=\frac{1}{\mu \mu_{0}} \nabla \times\left(A_{0}+\mathbf{e}_{x}\left(\mathbf{e}_{x} \boldsymbol{A}_{1}\right)-\mathbf{e}_{x} \frac{\partial}{\partial x} \nabla A_{2}\right)
\end{array}\right.
$$

The vector potentials $A_{0}, A_{1}$ and $A_{2}$ satisfy the following equations:

$$
\begin{gather*}
\left(\triangle+k_{0}^{2}\right) \boldsymbol{A}_{0}=-\mu \mu_{0} \dot{j}_{\perp^{\prime}} \quad\left(\triangle^{\prime}+k_{n}^{2}\right) \boldsymbol{A}_{1}=-\mu \mu_{0} j^{\prime}  \tag{49}\\
\left(\triangle+k_{0}^{2}\right)\left(\triangle^{\prime}+k_{n}^{2}\right) \boldsymbol{A}_{2}=-\mu \mu_{0}\left(\varepsilon_{1} / \varepsilon-1\right) \boldsymbol{j}_{\perp^{\prime}} \tag{50}
\end{gather*}
$$

where $\triangle$ is the Laplace operator, the prime in $\triangle$ corresponds a replacement $x \rightarrow x \varepsilon / \varepsilon_{1}$. The solutions of the equations (49), (50) can be written as follows:

$$
\begin{equation*}
A_{0}=-\mu \mu_{0} \cdot j_{\perp} * \psi_{0}, \quad A_{1}=-\mu \mu_{0} \cdot j * \psi_{1}, \quad A_{2}=-\mu \mu_{0} \cdot j_{\perp} * \psi_{2} \tag{51}
\end{equation*}
$$

### 3.3 Hertz radiator in one-axis crystals

On the basis of the results obtained above, we shall consider the radiation of the electric Hertzian dipole in unbounded one-axis crystals. The point dipole moment is given by

$$
\begin{equation*}
p=n p_{e} \exp (-i \omega t) \tag{52}
\end{equation*}
$$

where $p_{e}$ is a constant, $n$ is a unit vector parallel to the direction of the dipole moment, and the current density is defined by means of Dirac delta-function :

$$
\begin{equation*}
j=-i \omega p \delta(\boldsymbol{r}), \quad \boldsymbol{p}=\boldsymbol{p}_{0}+\boldsymbol{p}_{\perp} \tag{53}
\end{equation*}
$$

The last formula of current density which follows from the expression of charge density for the point dipole is given by:

$$
\begin{equation*}
\rho=-(p \nabla) \delta(r) \tag{54}
\end{equation*}
$$

and also the charge conservation law (21).
Furthermore, the expression of the radiated electromagnetic field for electric Hertzian dipole will take the following form, when the direction of the dipole moment $p_{0}$ is parallel to the axis $x$ of the crystal (Fig. 1):

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{1}=-\left(\varepsilon \varepsilon_{0}\right)^{-1}\left(\nabla \nabla+k_{0}^{2}\right)\left(\psi_{1} p_{0}\right)  \tag{55}\\
\boldsymbol{H}_{1}=i \omega \nabla \times\left(\psi_{1} p_{0}\right)
\end{array}\right.
$$

Also, when the direction of the dipole moment is perpendicular to the axis $x$, we obtain (Fig. 2):

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{2}=-\frac{1}{\varepsilon \varepsilon_{0}}\left(k_{0}^{2}\left(\boldsymbol{p}_{\perp} \psi_{0}+\nabla_{\perp} \nabla\left(\boldsymbol{p}_{\perp} \psi_{2}\right)\right)+\nabla \nabla\left(\boldsymbol{p}_{\perp} \psi_{1}\right)\right),  \tag{56}\\
\boldsymbol{H}_{2}=-i \omega \nabla \times\left(\boldsymbol{p}_{\perp} \psi_{0}-\mathbf{e}_{x} \frac{\partial}{\partial x} \nabla\left(\boldsymbol{p}_{\perp} \psi_{2}\right)\right) \quad\left(\boldsymbol{p}_{0} \perp \boldsymbol{p}_{\perp}\right) .
\end{array}\right.
$$

Moreover, we note that the independent solutions (38) and (40) define the corresponding polarization of electromagnetic waves. In addition, when $\varepsilon_{1}$ tends to $\varepsilon$, from (31) it follows that the potential $\psi_{2}$ tends to zero and the well-known expressions of electromagnetic field followed from formula (38) are obtained :

$$
\begin{gather*}
E=i \omega\left(k_{0}^{-2} \nabla \nabla+1\right) A,  \tag{57}\\
H=\left(\mu \mu_{0}\right)^{-1} \nabla \times A, \tag{58}
\end{gather*}
$$

where the known vector potential of electromagnetic field for isotropic mediums is defined from (51) as (24):

$$
\begin{equation*}
A(r)=\frac{\mu \mu_{0}}{4 \pi} \int_{V} j\left(r^{\prime}\right) \frac{\exp \left(i k_{0}\left|r-r^{\prime}\right|\right)}{\left|r-r^{\prime}\right|} d V . \tag{59}
\end{equation*}
$$

The obtained generalized solutions of the Maxwell equations are valid for any values of $\varepsilon_{1}$ and $\varepsilon$, as well as for sources of the electromagnetic waves, described by discontinuous and singular functions.
Below as a specific application radiation from a Hertzian dipole in such a medium was examined and the corresponding radiation patterns were presented.


Fig. 1. Directivity diagrams, the axis of dipole is parallel to axis of a crystal
It should be note that the pattern in Fig. 1 remains invariable, and independent of $r$. The radiation pattern of the Hertzian dipole in isotropic medium is shown in Fig. 3, which of course possesses rotation symmetry around $x$-axis.
Furthermore, we note here that the numerical calculation of the above solution of Maxwell equations satisfies the energy conservation law. Poynting vector

$$
<\boldsymbol{\Pi}>=\frac{1}{2} \operatorname{Re}(\boldsymbol{E} \times \overline{\boldsymbol{H}})
$$

is necessary to calculate time-averaged energy-flux on spherical surface

$$
\Phi=\int_{S_{s p h}}<\Pi_{r}>d S
$$



Fig. 2. Directivity diagram, the axis of dipole $(z)$ is perpendicular to axis of a crystal


Fig. 3. Directivity diagram of the Hertzian dipole, the isotropic medium $\left(\varepsilon=\varepsilon_{1}=1\right)$
which is a constant at various values of radius of sphere, where $\overline{\boldsymbol{H}}$ is complex conjugate function.

### 3.4 Directivity diagrams of the magnetic moment of a dipole in one-axis crystals

Exact analytical solution of Maxwell's equations for radiation of a point magnetic dipole in uniaxial crystals are obtained. Directivity diagrams of radiation of a point magnetic dipole are constructed at parallel and perpendicular directions of an axis of a crystal.
On the basis of the obtained results (38) and (40), we will consider radiation of point magnetic dipole moment in an uniaxial crystal. Let's define intensity of an electromagnetic field for the concentrated magnetic dipole at a parallel and perpendicular direction to a crystal axis in the anisotropic medium and we will construct diagrams of directivity for both cases.
For a point radiator with the oscillating magnetic dipole moment

$$
\begin{equation*}
m=n p_{m} e^{-i \omega t} \quad\left(p_{m}=\text { const }\right) \tag{60}
\end{equation*}
$$

the electric current density is defined by using Dirac delta-function:

$$
\begin{equation*}
j=-(m \times \nabla) \delta(r) . \tag{61}
\end{equation*}
$$

Components of a current density (61) are:

$$
\begin{gather*}
j_{0}=\mathbf{e}_{x}\left(m_{z} \frac{\partial}{\partial y}-m_{y} \frac{\partial}{\partial z}\right) \delta(\boldsymbol{r}),  \tag{62}\\
j_{\perp}=\mathbf{e}_{y}\left(m_{x} \frac{\partial}{\partial z}-m_{z} \frac{\partial}{\partial x}\right) \delta(\boldsymbol{r})+\mathbf{e}_{z}\left(m_{y} \frac{\partial}{\partial x}-m_{x} \frac{\partial}{\partial y}\right) \delta(\boldsymbol{r}) . \tag{63}
\end{gather*}
$$

It is possible to express the magnetic dipole moment $m$ in the form of the sum of two components of magnetic moment:

$$
\begin{equation*}
m=m_{0}+m_{\perp}, \quad m_{0}=\mathbf{e}_{x} m_{x} \tag{64}
\end{equation*}
$$

Relation between density of an electric current $j_{\perp}$ and the magnetic dipole moment $m$ in the anisotropic medium is defined from (63), in case $m=m_{0}$ :

$$
\begin{gather*}
j_{\perp}=m_{x}\left(\mathbf{e}_{y} \frac{\partial}{\partial z}-\mathbf{e}_{z} \frac{\partial}{\partial y}\right) \delta(\boldsymbol{r}),  \tag{65}\\
\nabla j_{\perp}=0 \tag{66}
\end{gather*}
$$

### 3.4.1 The parallel directed magnetic momentum

Taking into account equality (66), from solutions (38) intensities of the electromagnetic field of the magnetic dipole moment are defined, in the case when the magnetic dipole moment $m$ is directed parallel to the crystal axis $x$ :

$$
\left\{\begin{array}{l}
E=-i \mu_{0} \mu \omega \nabla \times\left(\psi_{0} m_{0}\right),  \tag{67}\\
\boldsymbol{H}=-\nabla \times \nabla \times\left(\psi_{0} m_{0}\right) .
\end{array}\right.
$$

It is necessary to notice, that expressions (67) correspond to the equations of an electromagnetic field in isotropic medium (Fig. 4). In Fig. 4, directivity diagrams of magnetic dipole moment in the case that the magnetic moment is directed in parallel to the crystal axis are shown. The given directivity diagram coincides with the directivity diagram of a parallel


Fig. 4. Directivity diagram of the magnetic dipole, the isotropic medium $\left(\varepsilon=\varepsilon_{1}=1\right)$
directed electric dipole in isotropic medium. This diagram looks like a toroid, which axis is parallel to the dipole axis. Cross-sections of the diagram are a contour on a plane passing through an axis of the toroid. It has the shape of number 'eight' ; cross-sections perpendicular to the axis of the toroid represent circles.

### 3.4.2 The perpendicular directed magnetic momentum

Relation between density of an electric current $j$ and the magnetic dipole momentum $m_{\perp}$ is defined from expression (61), if it is directed on axis $z$ :

$$
\begin{equation*}
j=m_{z}\left(\mathbf{e}_{x} \frac{\partial}{\partial y}-\mathbf{e}_{y} \frac{\partial}{\partial x}\right) \delta(\boldsymbol{r}) . \tag{68}
\end{equation*}
$$

For the point magnetic dipole $m_{\perp}$ which is perpendicular to crystal axes, by substituting (68) in solutions (40), we define components of field intensity (Fig. 5, Fig. 6):

$$
\begin{gather*}
\left\{\begin{array}{l}
E_{x}=-i \mu_{0} \mu \omega m_{z} \frac{\partial \psi_{1}}{\partial y} \\
E_{y}=i \mu_{0} \mu \omega m_{z} \frac{\partial}{\partial x}\left(\psi_{0}+\frac{\partial^{2} \psi_{2}}{\partial y^{2}}\right), \\
E_{z}=i \mu_{0} \mu \omega m_{z} \frac{\partial^{3} \psi_{2}}{\partial x \partial y \partial z}
\end{array}\right.  \tag{69}\\
\left\{\begin{array}{l}
H_{x}=-m_{z} \frac{\partial^{2} \psi_{0}}{\partial x \partial z} \\
H_{y}=-m_{z} \frac{\partial^{2}}{\partial y \partial z}\left(\psi_{1}+\frac{\partial^{2} \psi_{2}}{\partial x^{2}}\right), \\
H_{z}=m_{z}\left(\frac{\partial^{2}}{\partial y^{2}}\left(\psi_{1}+\frac{\partial^{2} \psi_{2}}{\partial x^{2}}\right)+\frac{\partial^{2} \psi_{0}}{\partial x^{2}}\right)
\end{array}\right. \tag{70}
\end{gather*}
$$

In Figs. 5 and 6, directivity diagrams of the magnetic moment of a dipole perpendicular a crystal axis at different values of radius are shown, for two (30) values of dielectric permeability ratio, $\varepsilon_{1} / \varepsilon=9$ and $\varepsilon_{1} / \varepsilon=15$. The magnetic dipole is directed along an axis $z$ (a


Fig. 5. Directivity diagram, the axis of magnetic dipole $(z)$ is perpendicular to axis of a crystal at $\varepsilon_{1} / \varepsilon=9$


Fig. 6. Directivity diagram, the axis of magnetic dipole $(z)$ is perpendicular to axis of a crystal at $\varepsilon_{1} / \varepsilon=15$.
crystal axis - along $x$ ). As one can see from Fig. 5, that radiation in a direction of the magnetic moment does not occur, it propagates in a direction along an axis of a crystal.
Validity of solutions has been checked up on performance of the conservation law of energy. Time-averaged energy flux of energy along a surface of sphere for various values of radius was calculated for this purpose. Numerical calculations show that energy flux over the above mentioned spherical surfaces, surrounding the radiating magnetic dipole, remains constant, which means that energy conservation is preserved with high numerical accuracy.

The obtained generalized solutions of the Maxwell equations are valid for any values of $\varepsilon_{1}$ and $\varepsilon$, and also for any kind of sources of the electromagnetic waves, described by discontinuous and singular functions.

## 4. Radiation of electric and magnetic dipole antennas in magnetically anisotropic media

The electric and magnetic field intensities satisfy the system of stationary Maxwell's equations (1) which is possible to be presented in matrix form (4), where

$$
\mathbf{M}=\left(\begin{array}{cc}
-i \omega \varepsilon_{0} \varepsilon \boldsymbol{I} & G_{0}  \tag{71}\\
G_{0} & i \omega \mu_{0} \hat{\mu}
\end{array}\right), \quad \hat{\mu}=\left(\begin{array}{ccc}
\mu & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & \mu_{1}
\end{array}\right) .
$$

$\mathbf{M}$ is Maxwell's operator and $\mu$ represents the magnetic permeability.
In magnetically anisotropic media the relation between induction and intensity of the magnetic field is:

$$
\begin{equation*}
\boldsymbol{B}=\mu_{0} \hat{\mu} \boldsymbol{H}, \quad B_{x}=\mu_{0} \mu H_{x}, \quad B_{y}=\mu_{0} \mu H_{y}, \quad B_{z}=\mu_{0} \mu_{1} H_{z} . \tag{72}
\end{equation*}
$$

The elements of the magnetic permeability tensor $\hat{\mu}$ are chosen so that the axis of anisotropy is directed along axis $z$. It is required to define the intensities of the electromagnetic field $\boldsymbol{E}, \boldsymbol{H}$ in the space of generalized functions.

### 4.1 Solution of the problem

By means of direct Fourier transformation we write down the system of the equations in matrix form (9). The solution of this problem is reduced to the solution of the system, where $\tilde{\mathbf{U}}$ is defined by means of inverse matrix $\tilde{\mathbf{M}}^{-1}$.
By introducing new functions according to

$$
\begin{gather*}
\tilde{\psi}_{1}^{m}=\frac{1}{k_{n}^{2}-k_{x}^{2}-k_{y}^{2}-\frac{\mu_{1}}{\mu} k_{z}^{2}},  \tag{73}\\
\tilde{\psi}_{2}^{m}=\left(\frac{\mu_{1}}{\mu}-1\right) \tilde{\psi}_{1}^{m} \tilde{\psi}_{0}, \tag{74}
\end{gather*}
$$

the components of the electromagnetic field after transformations in spectral domain can be written as follows:

$$
\left\{\begin{align*}
\tilde{E}_{x}= & \left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2}\left(\tilde{j}_{x} \tilde{\psi}_{0}+k_{y}(\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{z} \tilde{\psi}_{2}^{m}\right)-k_{x} \boldsymbol{k} \tilde{\boldsymbol{j}} \tilde{\psi}_{0}\right),  \tag{75}\\
\tilde{E}_{y}= & \left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2}\left(\tilde{j}_{y} \tilde{\psi}_{0}-k_{x}(\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{z} \tilde{\psi}_{2}^{m}\right)-k_{y} \boldsymbol{k} \tilde{\boldsymbol{j}} \tilde{\psi}_{0}\right),  \tag{76}\\
\tilde{E}_{z}= & \left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2} \tilde{j}_{z}-k_{z} \tilde{j} \tilde{\psi}_{0},\right. \\
& \left\{\begin{array}{l}
\tilde{H}_{x}=-i\left((\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{x} \tilde{\psi}_{0}+k_{x} k_{z}(\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{z} \tilde{\psi}_{2}^{m}\right), \\
\tilde{H}_{y}=-i\left((\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{y} \tilde{\psi}_{0}+k_{y} k_{z}(\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{z} \tilde{\psi}_{2}^{m}\right), \\
\tilde{H}_{z}=-i(\boldsymbol{k} \times \tilde{\boldsymbol{j}})_{z} \tilde{\psi}_{1}^{m},
\end{array}\right.
\end{align*}\right.
$$

$$
\left((k \times \tilde{j})_{z} \equiv k_{x} \tilde{j}_{y}-k_{y} \tilde{j}_{x}\right)
$$

It is possible to represent the electromagnetic fields in (75) and (76) in vector form as following

$$
\begin{gather*}
\tilde{\boldsymbol{E}}=\left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(k_{0}^{2}\left(\tilde{j}_{\psi} \tilde{\psi}_{0}+\boldsymbol{k} \times \mathbf{e}_{z}\left(\boldsymbol{k} \times \tilde{\boldsymbol{j}}_{\perp}\right)_{z} \tilde{\psi}_{2}^{m}\right)-\boldsymbol{k}(\boldsymbol{k} \tilde{j}) \tilde{\psi}_{0}\right),  \tag{77}\\
\tilde{\boldsymbol{H}}=i\left(\mathbf{e}_{z} k_{z}-\boldsymbol{k}\right) k_{z}\left(\boldsymbol{k} \times \tilde{\boldsymbol{j}}_{\perp}\right)_{z} \tilde{\psi}_{2}^{m}+i \mathbf{e}_{z}\left(\boldsymbol{k} \times \tilde{\boldsymbol{j}}_{\perp}\right)_{z}\left(\tilde{\psi}_{0}-\tilde{\psi}_{1}^{m}\right)-i \boldsymbol{k} \times \tilde{\boldsymbol{j}} \tilde{\psi}_{0}, \tag{78}
\end{gather*}
$$

where

$$
\tilde{j}=\tilde{j}_{\perp}+\tilde{j}_{0}, \quad \tilde{j}_{0}=\left(0,0, \tilde{j}_{z}\right), \quad \tilde{j}_{\perp}=\left(\tilde{j}_{x}, \tilde{j}_{y}, 0\right), \quad k_{0}^{2}=\omega^{2} \varepsilon_{0} \varepsilon \mu \mu_{0}, \quad k_{n}^{2}=k_{0}^{2} \frac{\mu_{1}}{\mu} .
$$

It should be noted that the following useful formulae follow from (12), (73) and (74):

$$
\begin{gather*}
\tilde{\psi}_{0}-\tilde{\psi}_{1}^{m}=\left(k_{0}^{2}-k_{z}^{2}\right) \tilde{\psi}_{2}^{m}  \tag{79}\\
\tilde{\psi}_{0}-\frac{\mu_{1}}{\mu} \tilde{\psi}_{1}^{m}=\left(k_{x}^{2}+k_{y}^{2}\right) \tilde{\psi}_{2}^{m} \tag{80}
\end{gather*}
$$

With the help of identity in (79) and (80), the last equation (78) can be represented as

$$
\begin{equation*}
\tilde{\boldsymbol{H}}=i\left(k_{0}^{2} \mathbf{e}_{z}-k_{z} \boldsymbol{k}\right)\left(\boldsymbol{k} \times \tilde{\boldsymbol{j}}_{\perp}\right)_{z} \tilde{\psi}_{2}^{m}-i(\boldsymbol{k} \times \tilde{\boldsymbol{j}}) \tilde{\psi}_{0} . \tag{81}
\end{equation*}
$$

Using the property of convolution (17) and considering inverse Fourier transformation it is possible to get the solution of the Maxwell equations in form (18).
So, after the inverse Fourier transformations from (77) and (81) we obtain:

$$
\begin{gather*}
\boldsymbol{E}=\left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(\left(k_{0}^{2}+\nabla \nabla\right) \boldsymbol{j} * \psi_{0}-k_{0}^{2} \nabla \times\left(\mathbf{e}_{z}\left(\nabla \times \boldsymbol{j}_{\perp}\right)_{z}\right) * \psi_{2}^{m}\right),  \tag{82}\\
\boldsymbol{H}=\left(k_{0}^{2} \mathbf{e}_{z}+\frac{\partial}{\partial z} \nabla\right)\left(\nabla \times \boldsymbol{j}_{\perp}\right)_{z} * \psi_{2}^{m}-\nabla \times \boldsymbol{j} * \psi_{0} . \tag{83}
\end{gather*}
$$

This solution can be written in the form of the sum of two solutions:

$$
E=E_{1}+E_{2}, \quad H=H_{1}+H_{2} .
$$

It should be noted that the first of them is the 'isotropic' solution. It is defined by Green's function $\psi_{0}$ and the density of the current $j_{0}$ directed parallel to axis $z$ (of the anisotropy):

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{1}=\left(i \varepsilon \varepsilon_{0} \omega\right)^{-1}\left(\nabla \nabla+k_{0}^{2}\right)\left(\psi_{0} * j_{0}\right)  \tag{84}\\
\boldsymbol{H}_{1}=-\nabla \times\left(\psi_{0} * j_{0}\right)
\end{array}\right.
$$

where $\psi_{0}$ is the Green's function (22). The second solution can be written by using the component of the density of the current $j_{\perp}$ perpendicular to axis $z$ and the Green's functions $\psi_{0}$ and $\psi_{2}^{m}$ :

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{2}=-\frac{i}{\varepsilon \varepsilon_{0} \omega}\left(\left(k_{0}^{2}+\nabla \nabla\right) j_{\perp} * \psi_{0}-k_{0}^{2} \nabla \times\left(\mathbf{e}_{z}\left(\nabla \times j_{\perp}\right)_{z}\right) * \psi_{2}^{m}\right),  \tag{85}\\
\boldsymbol{H}_{2}=\left(k_{0}^{2} \mathbf{e}_{z}+\frac{\partial}{\partial z} \nabla\right)\left(\nabla \times j_{\perp}\right)_{z} * \psi_{2}^{m}-\nabla \times \boldsymbol{j}_{\perp} * \psi_{0},
\end{array}\right.
$$

$$
\begin{gather*}
\psi_{1}^{m}=\mathrm{F}^{-1}\left[\tilde{\psi}_{1}^{m}\right]=-\frac{1}{4 \pi} \sqrt{\frac{\mu}{\mu_{1}}} \frac{\exp \left(i k_{n} r^{\prime}\right)}{r^{\prime}},  \tag{86}\\
\psi_{2}^{m}=\left(\frac{\mu}{\mu_{1}}-1\right) \psi_{0} * \psi_{1}^{m},  \tag{87}\\
r^{\prime}=\sqrt{x^{2}+y^{2}+\frac{\mu}{\mu_{1}} z^{2}} . \tag{88}
\end{gather*}
$$

Furthermore, the following transformation is valid similarly to (45):

$$
\mathrm{F}^{-1}\left[\tilde{\psi}_{2}^{m}\right]=\mathrm{F}^{-1}\left[\tilde{\psi}_{0}\left(k_{0}^{2}-k_{z}^{2}\right)^{-1}\right]-\mathrm{F}^{-1}\left[\tilde{\psi}_{1}^{m}\left(k_{0}^{2}-k_{z}^{2}\right)^{-1}\right] .
$$

We find that function $\psi_{2}^{m}$, Eqn. (87) is given by:

$$
\begin{align*}
\psi_{2}^{m}=- & \frac{i}{8 \pi k_{0}}\left(e^{i k_{0} z}\left(\operatorname{Ci}\left(k_{0}(r-z)\right)+i \operatorname{si}\left(k_{0}(r-z)\right)\right)+e^{-i k_{0} z}\left(\operatorname{Ci}\left(k_{0}(r+z)\right)+i \operatorname{si}\left(k_{0}(r+z)\right)\right)-\right. \\
& \left.-e^{i k_{0} z}\left(\operatorname{Ci}\left(k_{n} r^{\prime}-k_{0} z\right)+i \operatorname{si}\left(k_{n} r^{\prime}-k_{0} z\right)\right)-e^{-i k_{0} z}\left(\operatorname{Ci}\left(k_{n} r^{\prime}+k_{0} z\right)+i \operatorname{si}\left(k_{n} r^{\prime}+k_{0} z\right)\right)\right) . \tag{89}
\end{align*}
$$

It should be noted that $\psi_{2}$ and $\psi_{2}^{m}$ are similar for magnetic and dielectric crystals.

### 4.2 Radiation patterns of Hertzian radiator in magnetically anisotropic media

On the basis of the results obtained above, we consider now numerical results for the radiation of the electric dipole.
The dipole moment of point electric dipole is given by $p$, Eqn. (52). It corresponds to the current density defined by means of the Dirac delta-function (53).
The expression of the electromagnetic field for electric radiator will take the following form as for isotropic medium, when the direction of the dipole moment is parallel to the axis $z$ ( $\boldsymbol{p}=\boldsymbol{p}_{0}$ ) (Fig. 7):

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{1}=-\left(i \varepsilon \varepsilon_{0}\right)^{-1}\left(\nabla \nabla+k_{0}^{2}\right)\left(\psi_{0} \boldsymbol{p}_{0}\right),  \tag{90}\\
\boldsymbol{H}_{1}=i \omega \nabla \times\left(\psi_{0} \boldsymbol{p}_{0}\right) .
\end{array}\right.
$$

Also when the direction of the dipole moment is perpendicular to axis $z$, we obtain $\left(p=p_{\perp}\right)$ (Fig. 8, Fig. 9):

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{2}=\left(\varepsilon \varepsilon_{0}\right)^{-1}\left(k_{0}^{2} \nabla \times\left(\mathbf{e}_{z}\left(\nabla \times \boldsymbol{p}_{\perp} \psi_{2}^{m}\right)_{z}\right)-\left(k_{0}^{2}+\nabla \nabla\right)\left(\boldsymbol{p}_{\perp} \psi_{0}\right)\right),  \tag{91}\\
\boldsymbol{H}_{2}=\left(k_{0}^{2} \mathbf{e}_{z}+\frac{\partial}{\partial z} \nabla\right)\left(\nabla \times \boldsymbol{p}_{\perp} \psi_{2}^{m}\right)_{z}-\nabla \times\left(\boldsymbol{p}_{\perp} \psi_{0}\right) .
\end{array}\right.
$$

### 4.3 Radiation patterns of point magnetic dipole in magnetically anisotropic media

On the basis of the obtained results, we consider now radiation of point magnetic dipole moment. For a point radiator with the oscillating magnetic dipole moment, similarly to the magnetic dipole case in one-axis crystals, Eqn. (60), the electric current density is defined by using Dirac's delta-function, Eqn. (61). It is possible to express the magnetic dipole moment $m$ in the form of the sum of two components of magnetic moment:

$$
\begin{equation*}
\boldsymbol{m}=m_{0}+m_{\perp}, \quad m_{0}=\mathbf{e}_{z} m_{z} \tag{92}
\end{equation*}
$$



Fig. 7. Directivity diagram. Electric dipole moment is parallel to the axis $z\left(p=p_{0}\right)$


Fig. 8. Directivity diagram. The axis of electric dipole is perpendicular to axis $z\left(p=p_{\perp}\right)$, $\mu_{1} / \mu=9$

Components of a current density, Eqn. (61), have the following form:

$$
\begin{equation*}
j_{0}=\mathbf{e}_{z}\left(m_{y} \frac{\partial}{\partial x}-m_{x} \frac{\partial}{\partial y}\right) \delta(\boldsymbol{r}), \tag{93}
\end{equation*}
$$

and

$$
\begin{equation*}
j_{\perp}=\left(\mathbf{e}_{x}\left(m_{z} \frac{\partial}{\partial y}-m_{y} \frac{\partial}{\partial z}\right)+\mathbf{e}_{y}\left(m_{x} \frac{\partial}{\partial z}-m_{z} \frac{\partial}{\partial x}\right)\right) \delta(\boldsymbol{r}) . \tag{94}
\end{equation*}
$$

Case $m=m_{0}$.
Relation between density of an electric current $j_{\perp}$ and the magnetic dipole moment is defined from (93) in case when the magnetic dipole moment $m$ is directed lengthwise $z$ :

$$
\begin{equation*}
j_{\perp}=m_{z}\left(\mathbf{e}_{x} \frac{\partial}{\partial y}-\mathbf{e}_{y} \frac{\partial}{\partial x}\right) \delta(\boldsymbol{r}) . \tag{95}
\end{equation*}
$$



Fig. 9. Directivity diagram. The axis of electric dipole is perpendicular to axis $z\left(p=p_{\perp}\right)$, $\mu_{1} / \mu=15$

It should be noted that the following useful formula hold:

$$
\begin{equation*}
\nabla j_{\perp}=0, \quad j_{0}=0 \tag{96}
\end{equation*}
$$

Taking into account (96), intensities of the electromagnetic field by the magnetic dipole moment are defined from the solutions (85) in this case, as following :

$$
\left\{\begin{array}{l}
\boldsymbol{E}=-i \mu_{0} \mu_{1} \omega m_{0} \nabla \times\left(\mathbf{e}_{z} \psi_{1}^{m}\right),  \tag{97}\\
\boldsymbol{H}=m_{0} \triangle \psi_{1}^{m}+m_{0}\left(\frac{\mu_{1}}{\mu}-1\right) \frac{\partial^{2}}{\partial z^{2}} \psi_{1}^{m}-m_{0} \frac{\mu_{1}}{\mu} \frac{\partial}{\partial z} \nabla \psi_{1}^{m}
\end{array}\right.
$$

We have taken advantage of the next formulae which followed from (79) after inverse Fourier transformation

$$
\begin{align*}
\frac{\mu_{1}}{\mu} \psi_{1}^{m} & =\psi_{0}+\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi_{2}^{m}  \tag{98}\\
\psi_{0} & =\psi_{1}^{m}+\left(\frac{\partial^{2}}{\partial z^{2}}+k_{0}^{2}\right) \psi_{2}^{m} . \tag{99}
\end{align*}
$$

Directional diagrams are represented in Fig. 10.
Case $m=m_{\perp}$.
For the point magnetic dipole moment $m_{\perp}$ which is perpendicular to axis $z$, by substituting (61) ( or (93) and (94)) in (84) and (85), we define intensities of electromagnetic field as following (Fig. 11, Fig. 12):

$$
\left\{\begin{array}{l}
E=i \mu_{0} \mu \omega\left(\frac{\partial}{\partial z}\left\{m_{\perp} \times \mathbf{e}_{z} \frac{\mu_{1}}{\mu} \psi_{1}^{m}-\nabla_{\perp}\left(\nabla \times \psi_{2}^{m} \boldsymbol{m}_{\perp}\right)_{z}\right\}-\mathbf{e}_{z}\left(\nabla \times \psi_{0} m_{\perp}\right)_{z}\right),  \tag{100}\\
H=\left(k_{0}^{2} \mathbf{e}_{z}+\frac{\partial}{\partial z} \nabla\right) \frac{\partial}{\partial z} \nabla\left(m_{\perp} \psi_{2}^{m}\right)-\nabla \times \nabla \times\left(m_{\perp} \psi_{0}\right)
\end{array}\right.
$$



Fig. 10. Directivity diagram. The axis of magnetic dipole is parallel to axis $z\left(m=m_{0}\right)$


Fig. 11. Directivity diagram. The axis of magnetic dipole is perpendicular to $z, \mu_{1} / \mu=7$


Fig. 12. Directivity diagram. The axis of magnetic dipole is perpendicular to $z, \mu_{1} / \mu=15$
The numerical calculation of the solution of Maxwell equations satisfies the energy conservation law. Numerical computation shows that time average value energy flux on a
surface of sphere from a point dipole remains independent from its radius, with very high accuracy. As shown in the electric dipole directional diagrams, medium becomes isotropic for such radiator if its moment is directed along anisotropy axis.
The dipole pattern in isotropic media is shown in Fig. 1 and directional diagram itself possesses the rotation symmetry. However the point magnetic moment does not possess such property.
When $\mu_{1}$ approaches $\mu$, the potential $\psi_{2}$ tends to zero and the well-known expressions of electromagnetic field in form (57), (58) and (59) follow from (84) and (85).
The obtained generalized solutions of the Maxwell equations are valid for any values of $\mu_{1}$ and $\mu$, also near the sources of the electromagnetic waves, described by discontinuous and singular functions.

## 5. Conclusion

We were able to solve Maxwell's equations for uniaxial anisotropic medium actually showing that the exact general solution in vector form is given by integral convolutions of the fundamental solutions $\psi_{0}, \psi_{1}$ and $\psi_{2}$ with external arbitrary current density, without using the scaling procedure to a corresponding vacuum field and the dyadic Green's functions. In the particular case of a current density, the radiation field of a dipole is considered in greater detail. That method may be useful in analytical treatment of corresponding boundary value problems.
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