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Solving the Reverse Problems of Pharmacokinetics
for a Linear Two-Compartment Model with
Absorption

Baydaulet A. Urmashev, Aisulu T. Tursynbay, Almas N.Temirbekov, Aidana B. Amantayeva
Kazakh National University named after al-Farabi, Almaty, Kazakhstan
baydaulet.urmashev@kaznu.kz, tursynbay a@mail.ru, almas.temirbekov@kaznu.kz, aman.aydana@gmail.com

Abstract — A new method is proposed for revealing the
nonuniqueness of the solution of the inverse problem. The
existence of three solutions of this equation is analytically proved
and an algorithm for their finding is presented. The obtained
results indicate the ambiguity of solutions of inverse problems
and the obtained sets of parameters of the corresponding
numerical methods for solving inverse problems of
pharmacokinetics require additional conditions for determining
the necessary set of pharmacokinetic parameters.

Keywords Pharmacokinetics; nonuniqueness of the
solution inverse problems; numerical methods; linear two-
compartment model with absorption;

I. INTRODUCTION

The theoretical proof of the nonuniqueness of the
solution is confirmed by numerical calculations. To solve the
inverse problem of models of pharmacokinetics, there were
used several numerical methods that satisfy the criterion of the
method of least squares. The software complex
pharmacokinetics 2.0 was developed. High performance will
be provided by developing algorithms to solve the main
problems in Fortran and C programming languages. These de-
facto programming languages are the fastest for
implementation of complex mathematical calculations. The
applications developed in these programming languages will
be called through the architecture of micro services. Using the
example of a computational experiment, the software complex
was used for finding the pharmacokinetic parameters for a
linear two-chamber pharmacokinetics model with absorption.

II. RELATED WORK

Previously, in the works [1, 2] we studied the kinetics of
the reaction system (1), (2). It was shown that the equation of
the dependence of concentration on time for component B has
more than one solution. The result of this work is a rigorous
analytical substantiation of the number of solutions of this
equation and the identification of the conditions for the
realization of each of them.

The chemical kinetics of processes (1-2) is described by the
solution of the Cauchy problem for a system of linear ordinary
differential equations (3-10):

A

W Bk C (1
Cl CZ C3
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B ., D )

c, C,

4G e 3)
dt

djz =kC, - (k,C, + k,C,) + k,C, (4)

Cloy k,C, (%)
dt

dcC
d: =k,C, —k,C, (6)

C,(0)=C,,C,(0)=0,C,(0)=0,C,(0)=0, (7-10)

here C,(¢)- concentration of components A, B, C, D at the

time moment ¢, K, - rate constants of the individual reaction

stages 1 and 2.

Scheme of the two-compartment model with absorption

33

Place of drug » Blood » Elimination
injection K, 1 K,
A
K3 K4
\ 4
Organs
2

On the basis of differential equations (3-6) with the above-
mentioned initial conditions, the desired dependence
C,(t) = f(¢) - the dynamics of the change in the concentration

of component B can be represented in the form of equation 11
(3, 4].

Cy(1) = Ae™ + de™ — Ae™", (11)
where:
— k(A4 —k;)-C (12)
L (A=) —4)
_ kl (/12 _k4)Co (13)
’ (2'1 _2'2)(/12 _kl)
A =4+ 4) = KRG, (14)
(ky = )k = 4,)
A :%-[(kz+k3+k4)i,/(k2+k3+k4)2—4k2k4] (15)
M+, =k, ks +k,, LA, =k,k, (16-17)
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The solution of the direct problem in this case is not
difficult. In Fig.1 presented calculated values of the
concentration of substance B for the given values of reaction

rate constants ki and its initial concentration equal to 50.

25
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Fig. 1. Dependencies of concentration C,(t)on time for values.

Co =50k, =5,ky, =2,k =3,k, =4-

III. MATERIALS AND METHODS
The inverse problem is the calculation of the quantities £,
and C, on the basis of some set of measured values C,, at
the time moment #,, in comparison to the straight one, is a

much more complicated problem [4]. To solve it, equation
(11) is presented in the following form (18):

C'(t)= L™ + Lye ™ + Le™" (18)

Coefficients L, and &; of this equation are related as follows:
L +L,+L,=0, (19)

& FE) FEy, (20)

g >0,6,>0,&,>0. (21)

Taking into account equality (19), the total number of
unknowns in equation (18) decreases until 5. Values of

L,L,,&,¢,,&; were found by the method of least

squares:

> (1) - (1) = min

i

where C5*(¢) - the concentrations found experimentally,

CZC“’C (¢,) - their calculated values.

After determining the values L, and &, several options
for assigning values &, #&, #&; for ﬂl,ﬂz,kl were
considered. Taking into account the conjugacy of the roots ﬂ,l

and 4, (4, > 4,), and sampling two of three &, ¢&,, &,
possible, we can obtain the following cases:

WA =¢,4 =5,k =¢, (22)
DA =64 =6,k =¢, (23)
N =€, 4 =6, k =¢,, (24)
Further, wusing equations (12-14) to calculate the

coefficients A, , we obtain the systems of equations (12;-14,),

© 2018 IEEE

(12,-14,) and (123-143) for calculating Lli,Lz[,L;, i=1.3
respectively:

(& —k,) Gy
(&5—&)(e —&,)
&k, —8,)-C,
(&5 —&)(& &)
L= &y(& —k,)-C, (14)

(&, -&)(e;—&y)

Since for constants L, there are only values L,, L,, L,

L‘i = (12y)

L= (13y)

then the above systems of equations can be reduced to the
following:

L=L=0L=1L (25))
L=L =L =1L, (25,)
Li=0L=0L =L, (253)

It follows that the initial concentrations for the three
variants are related to each other by equality:

Cie, =Cie, =Cie, (26)
From the equation for calculating the rate constants k4

(27), it is clear that in the realization of any of the three
variants (22-24), its magnitude remains constant:
A Lee, + Liseg, + Lige, 27)
4
Le + Lg, + Lig,
This leads to a very important conclusion in a practical

sense: k, can serve as the main criterion for the selection of
well-founded solutions describing the investigating set of
points C, —t for measured solution. To justify this
conclusion, let us return to equations (16-17):

For k; > 0 we obtain the following inequality:

A+, >k +k,. (28)
Then, from the equation (17) we can find £, :
ky =AM 1k, (29)

and substituting it in (28), we obtain a new inequality of the
form:

k> —(A4 + )k, + 44, <0, (30)

The solution of the last inequality can be represented in

this form:
k, €(4,,4,). (31)
This means that the reaction rate constant (2) k; > 0 will
be positive only if the computed value & 4 will be between the

roots A, and 4,.

Otherwise, it will take a negative value. It should be noted
that inequality (28) also holds in this case. For the computed

values &;, connected by inequality (20), we find their

17-19 Oct. 2018, Almaty, Kazakhstan
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maximum - £ . and minimum - & _, meanings. Now, one

ax n

of the three values &, (& ) belongs to the segment:

&€ (gmin’ gmax) .
From this it is not difficult to see that for k 4 tWo variants
can be realized:

k,e(&,;,,€) and k, €(&,8,,.) .

Thus, the total number of solutions for equation (18) can
be equal to three. Proof of the fact that the dependence

C,(t) = f(¢) can be simultaneously described by three sets

of values k; and C, S, functions and Laplace transforms
were used.
Originally, S, denotes definite integrals, called the
Laplace transforms:
s =C, ki n+k,
ki+n (4, +n)(4, +n)

(32)

Here n - can be any real number, but for convenience
there were taken integer values.

Since in the solution of the inverse problem for equation
(11) or (18) it is necessary to determine the values of five
unknowns, we can confine ourselves to five equations.

1 S S 1

x4, +—1-=2 |, - —2—x, =— 33

1 ’ nz( Snj3 n'Sn4 nét (33)
where

X, =1+ (A + L)k, x, =1k, x, = A, (4)
Xy, =ky, & =—x0, —(x; =1/ x,.
Then, by introducing new notation:

1
ax, +bx, =§§ (35)

cx, +dx, =%cf,‘

And solving the system of equations (35) and taking into
account that X; = B,& we define successively all values B, :

1
3C—43|-a ;d—ib
B = = 36-37
Y de—ad 7 ad-bc ( )
1(883J(SSJB 68)
2 s, 48, 4 S, 28,
S S
B, =1-B, _[I_S_TJB3 +S—‘:B4 (39)

Further, substituting X, = B, into equation (34) we obtain
the cubic equation (40)

© 2018 IEEE
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B:B,E +B,E* +BE-1=0, (40)
The roots of which are found using the Cardano formula.

The nonlinear equation (40) can be solved by a variety of
different numerical methods, we chose the simplest of them -

Newton's method. The algorithm for finding three values &, is
simple. First, using Newton's method, we determine the value

, and then using equality:
1 g¢q y

ax’ +bx* +ox+d =(x-E)ax* + (b +aé)x+al’ +bé +c) 41
and solving the quadratic equation:
ax’ +(b+ad)x+al’> +bE+c=0 42)

We find the remaining two solutions &, and &;.

Thus, it follows from the above proof that for the measured
solutions of C, () and the initial condition C,(0)=0,
There are three sets of five permanent C,, k|, k,,k;,k, for
the system (3-10).

1. For each of the variants of dependence C, (¢) = f(¢)
with specified values of variables k; and C, there are two

more sets of these constants, that is, the inverse problem, in
contrast to the straight one has three solutions.
2. Despite the fact that the given (measured) data set

C, —t can be described by three sets of constants k, and
C, , only two of them have a physical meaning; The third set

with a rate constant k5, which has negative value and no

physical meaning.
3. Thus, the inverse problem is the determination of the

rate constants k&, and initial concentration C, by data

C, —1t isincorrect, since the number of solutions is not equal

to one [4]. And if the data set C, —¢ is given by a direct

problem, then the inverse problem, being ill-posed, has a
stable solution. This is confirmed by the fact that one of the

solutions found coincides with a given set of rate constants X,

and C; .

25

20

— -

= = =3

Fig. 2. Dependencies of C, (¢) on time for different values é:l 23 -
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This fact also serves as a criterion for the correctness of the e | onaelE
proposed mathematical apparatus and the calculations
.. Scnepiment | Sxcnepument(6es Tu.) | Monyuensie faurbe | Mpadm | GOKH:
performed. In addition, the results of the study completely e T T e
COl’lﬁI‘l’n the rellablllty Of the data Obtained earlier, Where the MuneTmei Mn,qumei car. ﬂweﬁ‘umﬁ perp. Henw‘eiuan perp. M]X(ﬂ‘] M]X(HJ‘ MCh
. . . Al 252.6861 || A1 15.39707 || A1 16.46855 || A1 31.239 || a1 37.35213 || a1 22.28174 || auc 5241446
prOOf Of the non-uniquencess Of the SOlutIOn fOI‘ the mverse az | 1659464 | ap [ 1715216 | pp | 1734228 || 4y [ 1631613 | xp; [ 1734228 |4 | 1631613 || aumc 138.0228
problem was obtained in a different way [1, 2]. , ® L, | [, [ |, [ | [ e [
During the solution of inverse problem from experimental @ U e |5005 | | 500l | e | 505 n | 460 e | 0408 us 502355
. . . oge . AUC 50 || AUC 50 || auc 51.00001 | auc 50.3873 || auc 50.70566 || auc 50.54931 || parg 0.3541915
data, C, —tis complicated by the fact that the instability is aunc| 1383333 | auwc 1387558 | apuc [ 1399161 | auwc| 15079 | auwc| 139795 amc| 14154 | poera  [0.05081%
. . a 2|la 1.96369 || 1.9607684 || oL 1.984627 || oL 1.972166 || 1.978266 | oy 173 peta 1-956984
added to the problem of nonuniqueness of the solution. The wRr [276657 | war [2799741 | ey [ 272500 | war [ 27903t wer [ 273702 (et [ 2807622 | e 5386551
. p . q Ves | 5533333 ||yss | 5350562 | yes | 5.340860 ||yes | 5.545675 |yes | 5.397961 ||yes | 5.554225 nui:ma perp.
problem of incorrectness of the inverse problem, caused by the a o PRSP e P e P e Y e R
instability of its solution, is one of the main problems in this oul 3 [ 30009 o1 [ e o [ 2ot | o [ 33205 || o [z | ogmaanas
2 K10 1| ko [04252241 | 19 [0.5922003 || g [0.7071161 | k1o [0.7277685 || gro [0.6385751 [0.0870835
: RKa
field of knowledge. Its severity can be reduced by the oeta] 5769575 oot SSEI724 | vpeta|| 553593 | voera| 534268 | upets| 5300078 |voera| 515588 | o [oees
. . .. . @ 50| co [ 19.80282 || co 30.20681 || (o 35.65954 || co 36.90199 || cg 32.27953 a“'/'“’m
continuous improvement of the optimization procedures used v Dol s w Fozwer || v [ooerems | 2k oo
and the quality of the experiment. However, completely this @ B el Barliey Mo s
problem can not be solved in principle.

IV. RESULTS AND DISCUSSION Fig. 4. Unknown parameters for the given experimental data with a minimum
absolute error of 1%. were found .

To clarify the stability of finding the coefficients of the

model of pharmacokinetics, experimental values of the You can also illustrate the graphical data for the parameters
dependence C, (f) = Ale’lﬂ + Aze’ﬂ’l’ — A3e’k1t on time  found using numerical methods.

for values C, =50,k, =10,k, =1,k; =5,k, =3. with
a minimum absolute error in 1%.
cooJso —D e K.aralfarbeta
Ka 5 Fiun T;:un;lg SH. X HEMSE. CHC. Yp. ED[]I I= 3342313314g$§13i$gg
il | o KToi7- b Bebntodnsro124
K21 |4 =x3i=4 k.21[1]= 3.393333339337539
P — e
alfa:= 7 ABA10161513775 TouHoe sHaueHus Kai beta[1 ﬁ,535888354852243
eta = 0,5350982040862245 k= -8.79939999339531 Al[1]= 22, 7272727271559
A= 50, 7284274447472 A2[1])= 28.0011547174742
AZ:=28,0011547174745 MNpoeepka sHaueHKR =8 Ksi
B1#Ksi:= 2,59999993939959
Mnowaam .
= .12 B3*Ksi= 3.99933933339753
B Ba*Ksi=1
2= 8.45714285714286
Z4:=11.7 MNpoeepra fF.sil=0 ana TouHoro Ksi
flx] =10 F= 4.71220241394478E-13
F.cea pepniiertisl
B1=-0,295454545454656 Muton Ksil= -5.83488223347595
B2=-0,0227272727272841 flx] =0 f=-1,94072122374905E17
B3=-0.454545454545423
Bd=-0.113636363636424 Fsil= -5,89428223347295
ksiz= -82,1051177664745 e - : >
ngg;g;;:;g‘gg%g;gﬁ g’cll;n; Ksi K=i3= -8,80000000000474 [ [
b= 0022727272757 2841 B Ksi 1= 1.741663760801 25 Fig. 5. Graphical dependences of concentration in the central chamber for the
o= -0,295454545454656 B2*Ksi 1= 0,1335974596215498 A
’ B3 1- 2.67943132430843 data from Fig. 4.
MaparieTpel opryel Kapaaro B4*Ksi 1= 0BB987298107751
p=-1865.01333333134
s s: st H d coincidence for the central
Kpq= 243892771 272346 B3:K§ 20 1 Hsuoatunis €re we cap S€e a good coincidence O.I' : € centra
S chamber of a linear two-chamber pharmacokinetics model
B1*Ksi 3= 2 E0000000000237 . . .
Sg’ﬁz 3= D200000000000203 with absorption. For the second chamber, the concentration
ksl 3= 4 . .
B4Kai 3+..1,00000000000107 curves are very different from the actual model concentration
curve. This can be seen in the Fig. 6.
Fig. 3. Results of a numerical experiment, confirming the existence of three It can be seen from the ﬁgure that the concentration
solutions for the equations (18) and respectively (11). curves of the preparation in the peripheral chamber by

quantitative values are almost two times different from the
model preset values (red curve).

In the literature, there are many examples of the analysis of
pharmacokinetic data [5-8]. A model is constructed for a
particular process. Equations describing the corresponding
model are given. There used the least squares method (LSM)
for determining the parameters involved in the model
equations, but often poorly or do not pay attention to the
estimated statistical value.

Using the proven methods of solving inverse problems,
unknown parameters for the given experimental data were
found. Unfortunately, the found parameters are very different
from the model parameters. We can make sure to see the
following figure.

© 2018 IEEE 36 17-19 Oct. 2018, Almaty, Kazakhstan
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Fig. 6. Graphical dependencies of concentration in the peripheral chamber.

The purpose of this paper presents several important
statistical aspects included in the describing equations and
finding the values of the pharmacokinetic parameters with the
corresponding confidence intervals. The general principle and
procedure of the method is proposed in order to obtain
statistical parameters.

A two-compartment model of pharmacokinetics with
intravascular injection is considered. The change in the
concentration of drugs in the blood is described by the
equation (54):

C(t)=Ae ™ + Ae " — (4 + 4,)e ™" (43)

It is well known that the best statistical parameters can be
determined using LSM. The present paper deals with the case
of drug distribution, which are described by four parameters.

When the experimentally found values C ieXp characterizes by
equation C(¢,,A4,,A4,,a, B,k ) ,parameter
A, A,,a,B,k, should give the minimum value of the
weighted sum of squared differences between Cl.eXp and
C(t,,4,,4,,a,B,k ), that s,
N
S=D(C=C(t;, 4,4y, a,$))* @, >min- (44
i=1
In our case @;=1, N is the number of experimental points.

At S—min determines the values A,,4,,a,[,k, in
equation (54).
When A/, A;,a°,B°, k% is the solution of inverse

problem (54) for given experimental data C;", then

© 2018 IEEE

A A0 B
A, A,,a, Bk, and respectively, the best parameters can be

accepted as approximate values

given in the following form

A = A +AM A, =A4)+ A, 0 =a’ +Aa,
B =B +ABk, =AM’ + Ak,

AA A4, ,Aa, AB, Nk, are
parameters 4, , 4, , &, 3,k ,, respectively.
The dependence C(¢;,4,,4,,a,B,k,) is expanded in a

where growth  for

Taylor series for A, A;,a’, %,k . Then we determine
that

AC, = C'[CXP —C(tl.,Al,A2,a,,H,kA).
Further, using the Taylor series expansion, we obtain the
following equations:

AC, =85! — 8, Ad, — 8" A, — 5. Aa— S4B~ 5! Ak,
where

Sy =CTP -C(t,, A, A3, B°),
_oC(t,, A?, AL, &, B

S =
A oA,
51‘ — aC(Z’i,AIO,Ag,aO,,BO)
a2 oA, ’
S — ac(tirAloaAg’aoaﬁo)
“ dcx ’
51’ — ac(ti9A1()9A§>a07ﬂo)-

Based on the LSM principle, the following system of
equations is given for unknown quantities

AA,, A4, ,Aa, AB, Ak .
(5, .0, M+, 6, W, 5, .6, hatls, .5, g5, .6, Ik, =6, .6,)

B0 It 0,0, Wty +l0,.0, a0, hpslo,, o, Ik, =, 0] (45)
6,0, I, 405, 8, I, 4(6,.5, aa+(5,., bg+(6,, 0, bk, = 6,.0,)

(5, .0, 1,406, .6, M, (5,5, ba+(5,,5, ho+ (5, .5, Wk, = 6,5,

(5, .0, M +6, 0, M, +6,.6, ha+(s,.6, b+l .0, e, =05, .8,
where

S, =16,.8% 0 5, =100 5% s 8) )8, = 160,520 50 )

8y =165,020s 80 1S, =161 67 s8]}

; 0 0 ; 0 0w 0w 0
i __ oty kgt i _ B —kat; i __ 40 —at; i _ A0 —B"t;
S, =e e oy =e e o, =—Ate" ", 5, =—Ate s

5 = (AL + ADe ™.
The best parameters can be obtained by the roots of the above
system (56). Solving the system of equations by the numerical

17-19 Oct. 2018, Almaty, Kazakhstan
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method of Gauss determine the values of the unknowns
A4, A4, ,Aa, AB, Ak,
The system (56) can be written in the following matrix form

A-A =A,
We denote by C the inverse matrix in (45)

C=A"

The solution AA4,,AA4,,Ac,AB,Ak, of system (45) can be
represented in vector form:

Ax :A71 . AO
here
(6..5,) (6,.6,.) = (6,.5.)
6,.0,) ©edi) - b,
6..0) ©00) - (08)

A0 = ((5/4, 950)(5/42 950)(505’50 )9(5 ’50);(5/(,, ’50 »
A, = (AAI Ad, Aa AP Ak, )T

The statistical values are given by the following equations.

§= (50’50)_(5A1>50)AA1 _(5A2’50)AA2 _(5aa50)Aa_(5 ,50)Aﬂ—(5,{‘4,50)&

o? =S /(N —2)- sum of squares.
The standard deviation of the parameters of equation (43)

AL, A, a, Bk,
SD, = c,0°,8D, = C3362,SDﬁ =4c,07,
=Jcss07.

inverse matrix of system of

SD,

A

where c¢; — elements of the
equations (56).
The covariance coefficient can be expressed as the percentage

SD
of the coefficient of change %CV = ? x100

i
Where 0, is one of the parameters 4, 4,,ct, B,k ;.

Confidence intervals at 95% for each parameter can be
given by the following equation:

CI = SDx t,s.
By knowing the values SD n ,SD n ,8D,,, Dﬁ,SDkA it
needs to be determined SD,. ,SD, ,SD, ,SD,

0 21 12 10

Let’s write the formulas for constants:
_ aff(4, + 4,) - Ak, - Ak,
2 Aa+ A, —(A + Ak,

© 2018 IEEE
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_ap.
ky, ’
ky, =(a+pB)—k, —ky;

A @-Pk, - p).

klO

0 5
kA (kZI _ﬂ)

| sp,’ sp,’ sp;| (sp," SD,’
.SDku k2l 3 k2‘ + 2 2 2 2
4 a B 4 4

SD, > sp? SD,

2. 8D, =k, 2 -
k3, 24 V4

3. SD, =+[SD2 +SD} +SD}. +SD},

2 2 2 2 2
4 SDA: SDﬂ SD a SDk 4 SD" 21
- 8SD, =C, |4 + +5
0 2 2 2 2 2
, B a ki ky
Wutepgan “F “.Matpuua
TMHelHaA perpeccus
AL: [16.46854932518 SDAL: | 3050231 ov: | 1852155 c0: 30.20681 SDCO: 30.04868 CV:| 132.2506
A2 [17.34228267292 SDAZ: | 2438618 CV: 14.06168 K12: 1.658679 SDK12: 3379205 v 203.7341
A \4,713390533555 SDafz; | 135358 CV: 28.68733 K21: 2.821613 SDK21: 3.021296 cv:\ 107.0769
beta:[0.354191497760 SDbetz:|  0.08609323 CV: 2430697 K10: 0.5022903 SOK10:[ 06721715 ov:[  113.4868
Ka: ‘ZZ.ZSSDHDDQ?I SDKa: | 3.640919 Cv: 15.64976 SD: 2133729
HenuHeRHan perpeccua
AL [1123890503083 SDAL: | L1671 ov:| 3620007 co: 35.65954 SDCO: 15.20067 (V: 4260722
A2 [1631612538114 spa2: | 0.8724051 cv: | 5346889 Ki2: 2515935 SDK12: 1.004843 CV: 39.93913
affa; |5.555364891643 SDaffa: 04384618 Cv: 7.892583 K21 2.672481 SDK21: 0.8692131 CV: 32.52457
beta: J0167497761438 SDbeta:|  0.03335458 CV: 0805330 K10: | 07071161 SDK1G:[  0.466087 cv: | 3487528
Ka: [15.05552307424 SDKa: 0.7843642 cy: 520081 sp: | DEEDEER
MeTog Mix(N)
AlL: [37.35213053454 spAL: | 1.174233 (v: 3.143685 CO: 36.90199 SDCO: 1566125 v: | 4244013
A2 [17.34228267202 spa2: | 0.8797977 cv: 5.073137 Ki2: 3.134931 SDK12: 122469 cv: [ 39.06503
afy [6.834952828854 SDafe: | 0.5504177 cv: 8.184661 K21: 3.326445 SDK21: 1059876 cv: [ 3186211
beta:[0.354191497760 SDbeta:|  0.03463304 cv: 9.778056 K10: 07277685 SOK10:|  0.2497628 cv: [ 3431899
Ka: [14.68403405086 SDKa: | 0.848204 Cy: 5772938 Sb: | 04012698
Metog Mi(H)
Al: (2228174304814 spA1: 2.289667 Cy- 10.27598 CO: | 32.27953 SDCO: \ 20.60573 ¢y | 01.99555
A2: |16.31612538114 5pA2: 1.845457 ¢y 11.31063 K12: | 1.853088 SDKlZ:‘ 2.030189 ¢y | 100.5571
alfa: [4.604078048098 SDaffa: 08457372 cy: 1836031 K2t | 2452582 SDK21: 1777379 qy; | 72.46960
beta:[0. 340167407761 Sbet| 0065402 cy: [ 1o.2507 KIO: [ 06385751 k1| 04929840 oy [ 7720078
Ka [17.11479149364 SDKa: L7899 oy [ watzs: | Laemal

Fig. 7. Statistical data for the found pharmacokinetic parameters by
several numerical methods.

An analytic proof of the existence of three solutions in the
solution of the inverse problem for equation (11) and the
representation of the algorithm for their finding are given in
this paper. The theoretical proof of the nonuniqueness of the
solution is confirmed by numerical calculations [9-16].

In the numerical solution of (51) one can find one solution
for equation (11). The remaining two solutions can be
determined with the help of the solution found.

V. CONCLUSION

After numerous numerical experiments in solving the
inverse problem for equation (11), finding some constants
through linearization is quite effective in terms of iterative
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algorithms and in the accuracy of determining the parameters.
Consider the case when A, < A, <k, . Next, there given an
algorithm for finding the constants of equation (11):

1. Through linearization we find the values 4,, 4, .

2. Knowing the maximum value and using equality
C2 (tmax) = O Al
A4, =(k,A,e, — A, A,e, )/(Le, —ke, ), where

consider in form

2

max

e =e"
3. After some simple transformations, we have the
following equation depending on two variables k,, A;:
A, (k, — ﬂ'ze(k' 722)[)
A et
For the numerical implementation of the above algorithm,

C@t) =

there is no complication. Condition A, <k, reduces the plane

of research twice. To solve the third point, we can use
numerical methods for solving a system of two nonlinear
equations.

When solving the inverse problem from experimental data

C, —t is complicated by the fact that the instability is added

to the problem of nonuniqueness of the solution. The problem
of incorrectness of the inverse problem, caused by the
instability of its solution, is one of the main problems in this
field of knowledge. Its severity can be reduced by the
continuous improvement of the optimization procedures used
and the quality of the experiment. However, completely this
problem can not be solved in principle.

In Fig. 7 that the standard deviation is quite satisfactory.
Also, it can be seen from Fig. 6 that the concentration curves
of the preparation in the peripheral chamber are almost twice
as large as the model preset (red curve) by quantitative values.
This suggests that we are still far from finding the
pharmacokinetic parameters correctly.

As the numerical results show, when exponential functions
are used, there can be found a set of pharmacokinetic
parameters that very well characterize the given experimental
data. It can be seen that the concentration curves of the central
chamber describe the data of exact solution taken with an error
of 1%, but there is no similarity in the peripheral chamber
with model pharmacokinetic parameters. They differ from
each other several times. This can definitely indicate that even
for simple linear models of pharmacokinetics, there is no
single correct algorithm for determining or finding the
pharmacokinetic parameters.
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