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Abstract. This work introduces a supervised classification algorithm
based on a combination of ensemble clustering and kernel method. The
main idea of the algorithm lies behind the expectation that the ensemble
clustering as a preliminary stage would restore more accurately metric
relations between data objects under noise distortions and existence of
complex data structures, eventually rising the overall classification qual-
ity. The algorithm consists in two major steps. On the first step, the
averaged co-association matrix is calculated using cluster ensemble. It is
proved that the matrix satisfies Mercer’s condition, i.e., it defines sym-
metric non-negative definite kernel. On the next step, optimal classifier is
found with the obtained kernel matrix as input. The classifier maximizes
the width of hyperplane’s separation margin in the space induced by the
cluster ensemble kernel. Numerical experiments with artificial examples
and real hyperspectral image have shown that the proposed algorithm
possesses classification accuracy comparable with some state-of-the-art
methods, and in many cases outperforms them, especially in noise con-
ditions.

Keywords: Kernel based learning - Cluster ensemble - Co-association
matrix - Support vector machine

1 Introduction

Kernel based learning and collective decision making (ensemble approach) stay
among top trends influencing the progress in machine learning.

Kernel (potential) function defines an implicit non-linear mapping of the
initial feature space into a new space with larger or even infinite dimensionality.
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In the new space, initial configurations of patterns are transformed (with so
called “kernel trick”) into the structures which often are more compact and
linearly separable. To calculate distances or average values in the new space,
it is not necessary to determine coordinates of the transformed points; it is
enough to only know the values of kernel function. Such methods as Support
Vector Machine (SVM), Kernel Fisher Discriminant (KFD), Kernel K-means,
Kernel Principal Component Analysis, etc., are based on this methodology [1].
The decision function is defined by a linear combination of kernels determining
distances to a number of sample elements. In the existing algorithms, the kernel
matrix is usually calculated with use of the Euclidean distance between objects
in the input feature space.

Ensemble approach exploits the idea of collective decision making by usage
of algorithms working on different settings such as subsets of parameters, sub-
samples of data, combinations of features, etc. Ensemble based systems usually
yield robust and effective solution, especially in case of uncertainty in data model
or when it is not clear which of algorithm’s parameters are most appropriate for
a particular problem. As a rule, properly organized ensemble (even composed of
“weak” predictors) significantly improves the overall quality of decisions [2-6].

Cluster analysis aims at determining a partition of a dataset on natural clus-
ters using objects descriptions and a certain criterion of compactness-remoteness
of groups. Ensemble clustering is one of the successful implementations of the
collective methodology. There are a number of major techniques for constructing
the ensemble decision [7-9]. Following evidence accumulation approach [10], the
clustering partition is found in two steps. On the first step, a number of cluster-
ing results are obtained (for example, by usage of K-means for different number
of clusters or random initializations of centroids). For each partition variant, the
co-association boolean matrix is calculated. The matrix elements correspond to
the pairs of data objects and indicate if the pair belong to the same cluster or
not. On the second step, the averaged co-association matrix is calculated over all
variants; it is used for constructing the resultant partition: the matrix elements
are considered as distances or similarity measures between data points and any
clustering algorithm designed for such type of input information is applied to
get the final clustering partition.

This paper introduces an algorithm of classifier construction using a combi-
nation of ensemble clustering and kernel based learning. The proposed methodic
is based on the hypothesis that the preliminary ensemble clustering allows one to
restore more accurately metric relations between objects under noise distortions
and existence of complex data structures. The obtained kernel matrix depends
on the outputs of clustering algorithms and is less noise-addicted than conven-
tional similarity matrix. Clustering with sufficiently large number of clusters
can be viewed as Learning Vector Quantization methodic [11] known for lower-
ing the average distortion in data. These reasons, as supposed, eventually result
in an increase of recognition accuracy of the combination. The outline of the
method is as follows. First of all, a number of variants of a dataset partitioning
are obtained with base clustering algorithm. Then the averaged co-association
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matrix is calculated, where the averaging is performed with weights dependent
on the obtained ensemble’s characteristics. The matrix elements play the role
of similarity measures between objects in the new feature space induced by im-
plicit non-linear transformation of input features. On the second stage, a kernel
classifier is found by usage of the obtained co-association matrix as input kernel
matrix (we used SVM in numeric experiments).

The aim of this paper is to verify the practicability of the suggested method-
ology with theoretical analysis and experimental evaluation.

There are two main types of cluster ensembles: homogeneous (when a single
algorithm partitions data by varying its working settings) and heterogeneous
ones (which includes a number of different algorithms). Heterogeneous cluster
ensemble was considered in [12, 13], where methods for its weights optimization
were suggested. Homogeneous cluster ensemble was investigated in [14] with use
of the probabilistic model assuming the validity of some key assumptions. In the
current work, we follow a scheme of homogeneous ensemble and perform theo-
retical investigation of some of its properties using less restrictive assumptions.

The rest of the paper is organized as follows. Section 2 briefly overviews re-
lated works. Section 3 introduces necessary notions in the field of kernel based
classifiers and ensemble clustering. In The Next Section We Prove That the
Weighted Co-association Matrix obtained with cluster ensemble is a valid kernel
matrix. The proposed algorithm of classifier design KCCE is also presented and
some details of the optimization procedure are given. Section 5 provides a prob-
abilistic analysis of the ensemble clustering stage. The Final Section Describes
the Results of Numerical Experiments with KCCE. The conclusion summarizes
the work and describes some of the future plans.

2 Related Works

The idea of combining cluster analysis and pattern recognition methods is rather
well-known in machine learning [15]. There are several natural reasons for the
combination:

— Cluster analysis can be viewed as a tool for data cleaning to eliminate outliers
or noisy items from learning sample [16].

— Joint learning and control sample provides additional information on data
distribution which can be utilized to improve the classifier performance (this
way of reasoning is sometimes called the trunsductive learning). For example,
the authors of [17] make a partition of the united sample into clusters which
are used to design more accurate decision rule.

— In semi-supervised learning context [18], usage of small amount of labeled
data in combination with a large volume of unlabeled examples is useful for
constructing more efficient classifier.

A connection between cluster analysis and kernel based classifiers was es-
tablished in [19], where cluster kernels were proposed implementing the cluster
assumption in the form: “two points are likely to have the same class label if
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there is a path connecting them passing through regions of high density only”.
Three types of kernels were presented: kernels from mixture models, random walk
kernels and kernels induced by a cluster representation with spectral clustering
[20].

The usage of a certain similarity function (which not necessarily possesses
positive semi-definiteness property) instead of kernel function was proposed in
[21]. A classifier is finding in two stages. On the first stage, the choice of some
“supporting” points is performed. With regard to these points, according to the
defined similarity function, initial observations are mapped into metric space
of small dimensionality. On the second stage, a linear classification rule is con-
structed in the new space implementing SVM-type algorithm to find the classi-
fication margin of maximum width.

Following the idea of combining cluster ensembles and supervised classifi-
cation, the authors of [22] construct new feature space by usage of the degree
of belonging of objects to clusters in the obtained variants of data partitioning
with cluster ensemble. The transomed feature matrix is utilized as input training
set for classification using conventional techniques such as Decision Tree, Naive
Bayes, K-nearest neighbors, Neural Network. The method showed its effective-
ness in comparison with a number of state-of-the-art procedures.

Unlike the above mentioned works, we apply completely different combina-
tion scheme based on the notion of kernel function.

3 Basic Preliminaries

Suppose we are given a data set A = {aj,...,an} consisting of N objects
(examples), A C I', where I' is a statistical population. Information about the
objects is presented in the form of a feature matrix Z = (X,Y) = (z4,v:)¥ 1,
where z; = (z;1,...,2:,4) € R? is input feature vector (d is feature space
dimensionality), ; ,» = X, (a;) is a value of feature X,, for object a;; y; is a
class label attributed to i¢th object, ¢ = 1,..., N. For binary classification task
we assume y; € {—1,1}. In multi-class classification problem, an arbitrary finite
set of unordered class labels is defined.

On the basis of the information about A (training sample), it is required
to find a classifier (predictor, decision function) y = f(x), optimal in some
sense, e.g. having minimal expected losses for unseen examples. To examine the
performance of the classifier, it is possible to use test sample B = {b1,...,bn, },
B C I' described with feature matrix Xtest. We shall presume that the objects
in A and B are independent and identically distributed (iid), that is, the sets are
collected on the basis of independent random choice of objects from I" without
replacement following a fixed distribution.

Kernel classifiers [1] make use of the notion of kernel function K (x;,z;) > 0,
where K is a kind of similarity measure between two data points. Linear kernel
classifier exemplifies a binary decision function introduced within this approach:
f(x) = sign( > oy K(x,x;)), where sign is the sign function, aq,...,ayN are

z, €X
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non-negative weights. A number of methods for determining weights (Support
Vector Machine, Kernel Fisher Discriminate, etc.) exist.

For the SVM classifier, the weights are found as a solution to the constrained
quadratic optimization problem of maximizing the width of the margin (separa-
tion region) between two classes in Hilbert’s space induced by kernel mapping.

KFD is a kernelized version of Fisher’s linear discriminant analysis (LDA)
which aims at finding such a position of a straight line in feature space, for
which the object’s projections are separated as better as possible according
to a functional minimizing within-class scatter of projections and maximizing
between-class distance.

The general multi-class classification problem can be solved by the applica-
tion of a series of binary classification tasks for SVM or KFD, e.g., one-against-
all, one-against-one or Error Correcting Output Codes (ECOC) schemes [23].

Kernel k-NN classifier assigns data points according to k Nearest Neighbor
rule, where neighboring points are determined with respect to similarity measure
defined by kernel function.

Consider a scheme of homogeneous cluster ensemble. Let a clustering algo-
rithm p be running a number of times under different conditions such as initial
cluster centroids coordinates, subsets of features, number of clusters or other
parameters. The joined data set A U B is the input for the algorithm (if test
sample is unavailable in the moment of classifier design, then set A is the input).
In each [th trial, algorithm p creates a partition of the given dataset composed
of K clusters, where [ = 1,..., L, and L is the given number of runs. For each
variant of clustering, we define the evaluation function 7; (cluster validity index
or diversity measure). We suppose that the values are scaled to non-negative
quantities and the better is the found variant according to certain criterion, the
larger is the quantity.

For a pair of different data objects (a;,a;) € AU B, we define the value
hi(i,7) = Im(ai) = wi(a;)], where I[-] is the indicator function: Iftrue] = 1;

I[false] = 0; pi(a) is the cluster label assigned by algorithm pu to object a in {th
I=1,...,L
i=1,...,N+N;*

The averaged co-association matrix H = (h(i,7)) is defined over all gener-

run. Ensemble matrix M stores the results of clusterings: M = (y;(a;))

_ L
ated variants: h(i,j) = > w; hi(7, ), where the standardized weights uq,...,uy,
=1

indicate the quality of cﬂlstering for the given variants: u; = Z’ny o l=1...,L.

4 Kernel Classification with Averaged Co-association
Matrix

Let K(z,2'): D x D — R be a symmetric function, either continuous or hav-
ing a finite domain, D be a closed subset in R%. According to Mercer’s the-
orem, K (z,z') is kernel function (i.e., it defines inner product in some metric
space), if and only if for any finite set of m points {z;}/*; in D and real num-
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bers {c;}]", matrix K = (K(i,j)) = (K(zi,7;)){"=; is nonnegativity definite:
m

> ¢icjK(i,5) > 0. Let us prove the following

ij=1

Proposition 1. The averaged co-association matriz satisfies Mercer’s condi-
tion.

Proof. The symmetric property of H is obvious. The domain of H is a finite set
AU B. Let Iﬁl) be the set of indices for data points belonging to rth cluster in
m

Ith variant of partitioning. Then for any {c;}™; it holds true: > c¢;ic;h(i,j) =

1,7=1
m L o L m o L K;
> CiCj YSowhi(ig) =3 w > ¢ cj (i, j) = du Y, Y CiCj
ij=1 =1 =1 =1 =1 k=1, jer®
L K
—Yu (Y @20
=1 k=1 e

From this property, it follows that the averaged co-association matrix is a
valid kernel matrix and can be used in kernel based classification methods.

Let us describe the main steps of the proposed algorithm KCCE (Kernel
Classification with Cluster Ensemble).

Algorithm KCCE.

Input:

training data set Z = (X,Y) = (z5,v%:),i=1,...,N;

test data set Xiest;

L: number of runs for base clustering algorithm p;

Q: set of allowable parameters (working conditions) of p.

Output:

decision function y = f(x); class labels attributed to X¢est.

Steps:

1. Generate L variants of clustering partition of X U Xiest using algorithm g
with randomly chosen working parameters; calculate evaluation functions and
weights;

2. For each pair (z;,x;) € X UXyest (¢ # j), if the pair are assigned to the same
group in Ith variant, then h;(i,7) := 1, otherwise ki (4, j) := 0;

3. Calculate the averaged co-association matrix H;

4. Find decision function with the preset type of kernel classifier and matrix H;
5. Classify test sample X¢est using the found decision function and matrix H;
end.

In this paper, we use K-means as base clustering algorithm, however it is
possible to apply any other clustering technique. As the kernel classifier, we uti-
lize soft margin version of SVM which aims at optimizing the following objective
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function:
3 lwl]? +03 6 — min

subject to:
yi ((w,z5) +0) > 1 =&
gi 207 = 17"'7N7

where w is normal vector to the separating hyperplane in the space induced by
kernel, b is hyperplane’s bias, &; is a penalty imposed on ¢th example violating
the separation margin, C' > 0 is soft margin parameter. By solving for the
Lagrangian dual, one obtains the quadratic optimization problem:

1
W(a) = Xi:ai — 5; a0y y; K (2, 2;) — max

subject to: > ay; =0, 0<; <C, i=1,...,N,
i

where K (-,-) is kernel function. One may substitute this kernel by the cluster
ensemble kernel H and get:

774 (Oé) = ZO&Z‘ — %Z aiajyiyjzul hl(ZaJ)
7 1,7 l

K, K,
= Zai - %Zuz Z Z Qi Q5YiY; = Zai - %Zul Z( Z aiy;)”.
i ! k=1 je1® i ! k=1 je1®

We search for the optimal solution using Sequential Minimal Optimization
(SMO) method [24]. A point ; for which «; > 0 is called support vector. The
bias term b is determined by any support vector z;«: b = y;» — > yoo; H(x;, @i+ ).

The decision for x; € Xyest is calculated using the found multipliers: f(z;) =
sign(3_ yiciH(z;, z;) +b).

K3

One can see that there is no need to store the kernel matrix: the objective
function is computed using the ensemble matrix M kept in memory. Therefore
KCCE has linear storage complexity with respect to data size. The time com-
plexity depends on the type of utilized clustering and kernel algorithms and
is linear with respect to data matrix dimensionality in case of K-means and
SVM-SMO.

In some classification tasks, test data are unavailable in the moment of clas-
sifier design. To find the decision function f(x) for any new feature vector x, this
observation should be attributed to clusters according to the obtained partition
variants. It is possible to make this assignment using cluster centroid coordinates
which can be stored in memory during the implementation of Step 1 in KCCE.
The observation is assigned to the nearest centroid’s label for each clustering
variant.
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5 On the Reliability of Ensemble Clustering

The suggested combined method includes two main phases: ensemble clustering
and kernel classifier design. An important question is the reliability of the first
step: are the elements of the obtained similarity matrix H fit true relationships
between object pairs (e.g., belonging to same or different classes)? To study this
problem, we use the methodology described in [12,14,13].

In the clustering process, true class labels are unavailable. Following a prob-
abilistic approach, one may suppose that data sample is composed of a finite
number of components. A latent groundtruth variable Y’ defines the class num-
ber to which an object belongs. Denote

v(i, j) =1[Y"(a;) = Y'(a;) ], (1)

where a; and a; are arbitrary objects from input sample. This quantity deter-
mines the true status of the pair (i.e., if a; and a; indeed belong to the same
class).

Function c(i,j) = I[ >, w > >, ] will be called the ensemble
1:hy (4,5)=1 1:hy (4,5)=0
decision for a; and a; following weighted voting procedure.
For a pair (a;,a;), their ensemble’s margin is defined as

mg(i, i) ={ >,  w— Y  w}

L:hy (4,5)=0(%,5) Lk (4,5) #v(4,5)
and can be rewritten in the form:

L

mg(i, j) =Y w {Ilha(i. §) = (i, )] = (i, ) # v(i, )]} -

=1

This value indicates to what extend the number of right decisions for (a;,a;)
exceed the number of wrong ones. Evidently, it equals:

L

mg(i, ) =Y w(2v0(i, ) — 1)(2hi(3, 5) — 1). (2)

=1

The margin can not be calculated if the true partition is unknown. However,
it was shown in [12, 14] that some of margin’s characteristics can be evaluated
using a number of assumptions on the behavior of clustering algorithms:
A1) Under the condition that input data matrix is fixed, for any pair of objects
(a;,a;) their true status is a random value V' (4, j) with values defined in (1).
A2) Algorithm p is randomized, i.e. it depends on the vector {2 chosen at random
from the set of parameters 2. For fixed input data, p is running L times with
i.i.d. parameters {21, ..., {2 being statistical copies of (2.

Conditional probabilities of correct decisions (partition or union of a; and a;
under fixed V (i, 5)) are denoted as

qo(i; ) = Plh(i, j,2) = 0|V (i,j) = 0], q1(i, ) = P[h(i,j, 2) = 1V (i,j) = 1],
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where h(i, j, £2) is the decision for (a;,a;) made by algorithm g with random
parameters (2. It should be noted that the work [14] makes use of more restrictive
assumption: ¢o(%,j) = q1(4,7), i.e. it presumes that the conditional probabilities
of correct assigning of both kinds coincide. This assumption could be used for the
qualitative analysis of cluster ensemble’s behavior; however, numerical results of
[13] demonstrate that it can be violated.

The measure of clustering validity, estimated with algorithm p, is represented
as a random value (X, £2). Because the quality criterion is determined on the
whole data set, one may consider this value practically independent on V(i, j)
and h(i, j, 2).

The weights uq,...,u; are random values following identical distribution
defined by the distribution of v({2) and its statistical copies v1(£21),...,vL(£21).
The weights are dependent on each other, and for any pair (wy, , u;,) the degree of
their dependence is characterized with the covariance coefficient o = cov|uy, , uy,].

From i.i.d. assumption, and because of Y Flu;] = E[Z ul} = 1, it follows
1 1

1
that Elu] = I Let us denote by s = Var[u;] the variance of weights. From

0=Var

Z ul] = Z Var[u)] + Z covlug, ,ug,],
1 1

L1l (li#l2)

one may conclude that LVar[w] + L(L — 1)cov[uy, , u;,] = 0. Thus we get

S

T-1 3)

g = —

Proposition 2. Given the assumptions A1), A2) be valid, conditional mathe-
matical expectation of ensemble margin for (a;,a;) under V(i,j) = v equals:

Eqlmg(i,5) | V(i,5) = v] = 2Q(vi4,7) — 1,
where 2 = (1,...,021), Q(v;i,5) = (1 —v) qo(i,§) +vaqi(,5), v € {0,1}.

Proof. Let us denote by hy(4,7,92;) = I[u(i, ) = p(j,2;)] the decision for
(a;,aj), where p(i,$2;) is the cluster label assigned to object a; by algorithm g
in its [th run with usage of parameter vector (2;.

Until the proof end, arguments i, j are skipped for short: mg(i,j) = mg,
V(i,j) =V, etc. From (2) we have:

EolmglV = v] =5 Eglu (20)(20 ~ 1)(2hu(2) - 1),

Because (2, and (2 are equally distributed and w;({2;) is independent on
hi(£2;), it holds true that
Eg[mglV =v] = Xli E[u(2)] (20=1)(2Eo[h(2)]-1) = (2v—1)(2Eq[h(£2)] - 1).

For v = 0 we have: (20 —1)(2Ep[h(2)]—1) = —(2P[h(2) =1V =0]-1) =
2qo — 1; and for v = 1: (2v — 1)(2Eq[h(2)] — 1) =2Ph(2) =1V =1] -1 =
2¢1 — 1. Therefore Eg[mg|V = v] = 2Q(v;4,j) — 1. This completes the proof.
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Proposition 3. Given the assumptions A1), A2) be valid, conditional variance
of ensemble margin for (a;,a;) under V(i,j) = v equals:

Vargmg(i, ) | V(i,5) = v] = 4Q(vi,5)(1 — Q(v34, 7)) (L's + %).

Proof. Let us again skip indices i, j for simplicity; and also let h; denote h;(£2;),
h = h(£2), vy = w(£2). From the properties of variance, it follows that under
condition V' = v it holds true:

Varg[mg] = (2v — 1)*Var ZE[UI] (2E[l]—1)| =Var

l

Zulhl]] = 42 Var[ulhl] +4 Z CO’U[’U,[1 hll, Ul2h12] =
!

l li,la (L1 #l2)

Z 2ulhl — 1] =

l

4V ar

42 (Var[w]Var[h)] + (E[w])? Var[l] + (E[k])*Varw]) +
1

4 Z covluy, by, u,hy,] =
l1,l2 (l1#l2)

4LsVar[h] +4Var[h]/L+4Ls(E[h))? + 4 Z covluy, hyyy u,hy,]. (4)

1,12 (L1 #l2)
Evidently, Var[h|V =v] = Q(v)(1 — Q(v)). From the independence of all pairs
hi, and hy,, we have: > covluy, by, u,hy,] =
l1,l2 (L1 #l2)
Z (E[ullulz]E[hlzhll}_E[ullhll]E[ulzhbD =
l1,l2 (l1#l2)

Y (Blu,u,)(E[R)? - (Eh])? Elu, ] Elu,]) =
l1,l2 (l1#l2)

(B[n)? (Blugy ] — B, 1B, ]) = (B[R L(L — 1) o.
l1,l2 (L1 #l2)
Using (3), (4) we see that

Var[mg] =4Q(1 — Q) Ls + %Q(l — Q) +4(E[h])*Ls —4(E[h)?Ls =

1

4Q(1 - Q) (Ls—l—f). |

Now we consider the upper bound for the weight’s variance.

Proposition 4. Under the validity of the assumptions A1) and A2), the vari-
ance s = Var[u)] is upper bounded with the expression: s < E(E[V(Q)_Q] —1).
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The proof technically repeats the one for analogous statement in [14], p. 430.
Our main objective is finding dependencies between the observed ensemble
characteristics and the probability of directly unobserved classification error for
a pair a;, a;:
Perr(i,5) = Po,,... 00 06,5 c(i,7) # V(i j)].

It is clear that the probability of error in ensemble classification of a pair
equals Pe,(4,j) = P[mg(i,j) < 0].

Now let us consider the conditional probability of error under given state of
objects: Perr(v54,7) = Po, .. 0, vaylcli,j) #V(,5)|V(i,j) =v], ve{01}.

Proposition 5. Let the above introduced model assumptions A1), A2) be valid,
and also let Eglmg(i,7) | V(i,5) = v] > 0 for each (i,5). Then the conditional
probability of error in classification of a given pair is upper bounded by the ex-
pression:

Varg[mg(i, j) | V (i, j) = v]

(EQ[?TLQ(@j) | V(Z7.7) = ’U])27

where conditional mathematical expectation and variance of margin are given by
Propositions 2,3.

Perr(”? Za]) <

This property directly follows from the Tchebychev’s inequality. The proof
is similar to one given in [14], p. 433, and skipped in this work for the sake of
brevity.

From Proposition 2, it is clear that the margin expectation takes positive
value if the following assumption is valid:

A3)Vi,j (i £ §), 05 < qo(i,j) <1, 0.5 < q1(i,5) < 1.

It means that the base clustering algorithm has at least slightly better clas-
sification quality than just random assignment of a pair to the same or different
clusters. In machine learning theory, similar conditions are known as algorithm’s
weak learnability.

Let us formulate an important consequence of the obtained results.

Proposition 6. Holding all other factors constant, under validity of assump-
tions A1), A2) and A8), conditional probability of error converges to zero as the
ensemble size increases.

This property follows from Propositions 2-5 taking into account that the
weight’s variance s is of order O(L~2).

6 Numerical Experiments

This Section Describes Numerical Experiments with Kcce. In the First experi-
ment, we used Monte Carlo statistical modeling technique to evaluate the quality
of classification. We consider a simple case of two spherical Gaussian classes
N(my,X) and N(mag,X), each having diagonal covariance matrix ¥ = oI,
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where ¢ > 0 is a parameter, m; and msg are population means (in our ex-
periments, m; = 0 and ms = 1). The classes are of equal prior probabilities
P, = P, = 0.5. In this simple case, it is possible to derive the Bayes probability
of error Pg = ®(—§/2), where § = (m; — mo)T X =1 (m; — my) is the Macha-
lanobis distance, @ is the standard Gaussian cumulative distribution function.
Moreover, the expected generalization error for the optimal sample-based linear

classifier [25] asymptotically equals Py = & [ —2 1
[ ] ymp Yy €q N 2\/1+%(1+§7§)+N2¢52
In Monte Carlo modeling, we repeatedly generate data sets according to the
given distributions. For each class, training sample size equals N. Each data set

is analyzed in Matlab environment with SVM, KFD and KCCE. For SVM and

12
lz—="]|

KFD, radial basis function ¢(x,2’) = e 2o with 0, = 5 is used as a kernel.
The soft margin constant is C' = 10. The cluster ensemble is generated for KCCE
by random initialization of centroids in K-means (number of clusters equals 2).
Ensemble size equals 10. The weights of partition variants are constant values.

The accuracy (probability of correct classification) of each algorithm is es-
timated by independent test sample of size N; = 1000. To make the results
more statistically sound, we averaged the accuracy estimates over 100 Monte
Carlo repetitions. The 95% confidence intervals for the probability of correct
classification are evaluated for each algorithm.

Figure 1 presents the results of modeling. The plots display the dependencies
between algorithm’s accuracy and standard deviation o for different combina-
tions of feature space dimensionality and training sample size.

The results show that there exist such examples of data distribution for which
the proposed method demonstrates substantially more accurate classification
than SVM or KFD, and approaches to the optimal Bayes classifier.

In the second experiment we consider a real hyperspectral satellite image
“Indian Pines” taken from [26]. This scene was gathered by AVIRIS sensor over
the Indian Pines test site in North-western Indiana. The image size is 145 x 145
pixels; each pixel is characterized by the vector of 224 spectral intensities in 400-
2500 nm range. The image includes 16 classes describing different vegetation
types, as one can see in Figure 2. There are unlabeled pixels not assigned to any
of the classes. These pixels are excluded from the analysis. To study the effect
of noise on the performance of the algorithms, randomly selected 100r% of the
spectral intensity values have experienced a distorting effect: the corresponding
value z is replaced by the quantity generated from the interval [2(1—p), z(1+p)],
where r,p are preset parameters. The dataset has been randomly divided on
training and test sample in proportion 1:3.

We use multiclass SVM following “one-against-one” strategy. Cluster ensem-
ble size is L = 200 . For the construction of each variant, three hyperspectral
channels are randomly chosen. To obtain more diverse results of K-means, the
number of its iterations is limited to 1, and the initial centroids are randomly
sampled from data. In the ensemble generation, data matrix X¢est iS not used.
The number of clusters in each variant equals [v/N]. The weights of clusterings
are constant values.
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b)d =10, N =200

¢)d=20,N=50 d)d =20, N =200

Fig. 1. Results of Monte Carlo experiments for a number of combinations of feature
space dimensionality d and training sample size N. “svmEns”: averaged accuracy of the
proposed algorithm KCCE; “svm”: averaged accuracy of SVM; “KernFish”: averaged
accuracy of KFD algorithm; “SampleBayes”: accuracy of optimal sample-based linear
classifier
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Fig. 2. Indian Pines hyperspectral image: (a) Composite image of hyperspectral data;
(b) Ground-truth map



58 V. Berikov, L.Sh. Cherikbayeva

We compare the proposed algorithm with conventional SVM using Euclidean
metric, under similar conditions (the parameters are chosen as recommended
default values in Matlab environment; RBF kernel with ¢ = 10 gives the best
results). Table 1 shows the accuracy of classification (rate of correctly predicted
class labels) on test sample for some of the noise parameters. The running time
on a dual-core Intel Core i5 processor with a clock frequency of 2.8 GHz and 4
GB RAM is about 50 sec in average for KCCE and 14 sec for SVM (note that
an unoptimized code is used in KCCE implementation, in contrast with efficient
implementation of SVM). One can see that KCCE has revealed itself as more
noise resistant than SVM, especially under large distortion rates.

Table 1. Accuracy of KCCE and SVM on Indian Pines hyperspectral image

Noise parameters r,p | 0.05,0.05 | 0.1, 0.1| 0.15,0.15 |0.2,0.2

KCCE accuracy 0.777 0.742 0.720 0.686
SVM accuracy 0.767 0.618 0.543 0.503

7 Conclusion

In this work, we have introduced a supervised classification algorithm using a
combination of ensemble clustering and kernel based classification. In the clus-
tering ensemble, we used a scheme of a single clustering algorithm that con-
structs base partitions with parameters taken at random. It was verified that
the weighted co-association matrix obtained with a clustering ensemble is a
valid kernel matrix. The proposed combined approach experimentally has been
proven to be successful when comparing with Support Vector Machine and Ker-
nel Fisher Discriminant. Monte-Carlo experiments demonstrated that there exist
examples of data distribution for which the proposed method gets significantly
more accurate predictions. The experiment with a real hyperspectral satellite im-
age has shown that the suggested algorithm is more accurate than SVM under
noise distortion.

In the future, we plan to continue working under improving the performance
of the suggested approach. For example, it will be useful to filter out points with
unstable clusterings before using the kernel classifier. We expect that applying
cluster ensemble with optimized weights [12] will further improve the accuracy.
It will be interesting to apply the introduced approach for the solution of other
types of machine learning problems such as regression or transfer learning.
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