[image: ]


[image: ]


[image: ]


[image: ]

[image: ]


[image: ]


[image: ]


[image: ]


[image: ]


[image: ]


[image: ]


[image: ]


[image: ]


[image: ]
image7.png
“The Soluion of the Problem of Unknown Words 321

In particular i relation to the problem of machine transiaion in 1], the system learns
1o indicate some words in the original sentence and copy them o the target senlence.
In [2], when settng up the answer 10 a question in context, placeholders for named
bjects were used. The third category of approaches changes te inpu/ouput it iself
from words 0 a ower resolution, such as characters [3] f byte codes [4]. Although this
approach has the main advantage that it can sulfer less from the problem of unknown
‘words, learning usually becomes much more difficul as the length of the sequences
increases signifcantly.

In traditional machine translation, many off-vocabulary words stl remain during
testing, and they greatly reduce translation performance. n [S], when solving the prob-
fem of extra-vocabulary,attention is paid 10 how 1 correctly ranslae extra-vocabalary
‘words. For his, additional resources such as comparable data and thesaurus of synonyms
are used. One notable exception is the work [6, 7, which also focuses on the sytactic
and semantic role of off-vocabulary words and suggest eplacing off-vocabulary words
with similar words during testing.

‘An effective method for solving the problem of unknown words is proposed and
implemented in 1] The authors rained the NMT system on data that was supplemented
by the output of the word alignment algorithm, which allowed the NMT system o display
for each out-of-dictionary word in the farge sentence the position of ts corresponding
word in the original sentence. This information was later used in the postprocessing
‘phase, which transates each out-of dictionary word using a dictionary.

In'], & method is proposed for processing rare and unknown words for models of
neural nefworks using the attention mechanism. Their model uses (w0 softmax layers o
predict the next word in conditional language models: one predicts the location of the
‘word n the original sentence, and the oiher predicts the word n the short lstdictionary.
‘Atcach time step, the decision about which softmax layer o use s adaplively taken by
the multilayer percepiron, which is context.specific:

“To solve the problem of unknown words, n [9] 2 eplacement ranslation-fecovery
‘method is poposed. A thesubstitution stage. are words inthetes senlence arereplaced
by similar dictionary words based on the similarity model oblained from monolingual
data. At the stages of translation and restoration, the sentence will be translated with
‘2 model trained in new bilingual data with the replacement of rae words, and finlly.
the translations of the replaced words will be replaced by the ranslaion of th original
words.

10 {10}, 2 method for processing unknown words in the NMT is proposed, based on
the semantic concept of the source language. First, the authors used the semantc concept
of the semanic dictionary of the source language fo ind candidates for dictionary words.
‘Secondly, they proposed a method for calculating semantic similarites by inlegrating
the source language model and the semantic concept of the network 10 get a etter word
replacemen.

In [1] the problem of low-frequency content words was proposed 10 decide by
incorporating discrete, probabilisic tranlation lexicons 2s an additional information
Source into neural machine translation. The proposed lexicon integration methods on
the automatic, manual, and hybrid lexicons is achieved increases on 2.0-2.3 in BLEU
meric.
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3 Description of Method

“The technology (method) for solving the problem of unknown words in the neural
machine transation o the Kazakh language has been developed, which consists of the
following steps:

1. Segmentation o the source text of the Kazakh language.

2. Analgorithm for sarching for unknown words n the vocabulary ofa trained model
of neural machine translaion,

3. For each unknown word in the source fextof the est corpus, a search s made for its
Synonyms in the dictionary of synonyms.

4. “The defined unknown words are replaced with synonymous words.

5. Repeat the machine translation of the modified source text.

6. The base of words-synonyms of the Kazakh language, consisting of different parts
of speech, i collected.

“The novelty of the proposed echnology for solving the problem of unknown words
in the neural machine ranslation of the Kazakh language i the proposed algorithm for
Searching of unknown words n the vocabulary of the trained model of neural machine
ransltion using the dictionary of synonyms of the Kazakh language for the Kazakh-
‘English language pairs. To find words that are close in mezning o an unknown word, 3
dictionary of synonyms is used. I this cas, an additional check is made for the presence
of thissynonym word i the dictionary of thetrained model. These sps of the proposed
technology for solving the unknown word problem are essentiall actions that convert
the out-of-vocabulary words of the source text nto dictionary words, Le. ou-of-domain
‘words are converted o in-domain words.

‘Below is 2 more detailed description of the stages of the proposed technology for
Solving the problem of unknown words in the neural machine transation of the Kazakh
language.

3.1 Segmentation of the Source Text of the Kazakh Language

‘Seamenation of the Kazalth language source tex s performed by he method proposed
by the authors. This segmentation method s bascd on th defniion of the complet set
of endings ofthe Kazakh language. The Kazakh language endingsystemi divided into
w0 groups: nominative endings (aouns,adjectives, aumerals) and verbendings (verbs,
participls,gerund, mood and voice) In the Karakh language, a wordis formed using 4
ypes ofafies. These specis are: C-cas. T-possesive, K-plurl, -personal. Kazakh
language endings can be repesented s al kinds of combinations o these basic ypes
of affxe. Al kinds of combinations of the asic afx types consist o combinations of
e ane type, combinations of two types, combinations f thre types and combinations
Of four types. The total number of combinations is determined by the formula: Ay
AN L.

“Then th sumber of combination (placements) will b determinad asfollows: Aqt
U4 — 1)1 = Adz = 4164 — 2) = 12; Ay = U3 — 3)1 = 24 Aus =41 (4 — 41
4
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A total of 64 possible placements for the nominative base words. However, o all
combinations of placements are semantically valid. The endings of combinations of
the same type (K. T. C. ) are semantically vaid. The endings of the combinations of
the two types are as follows: KT. TC, CJ, JK, KC, Ti, CT. JT, KJ, TK, CK. IC. A
Semantic anlysis of the combinalions of the (wo types of endings shows that only six
combinations are allowed (KT, TC, CJ, KC, Ti. KJ). and the remaining combinations
are unacceptable. For combiation of three and four types of endings th defiition of
acceptable combinations of endings is carred out in aceordance wilh the rule: if within
his combination there is an invalid combination of (wo types, then this combination is

“Then the correct combinations of the endings of the three types will be 4
(KTC, KT, TCJ, KC), and the corrct combinations of the endings of the four types
are 1. Given the semanlic permissibiity of th placements,the number of ll possble
placements for the name base is educed f 15,

‘Similaty the defniton o all Kinds of placements for endings with a verb sem was
‘made, which amouned to 55 semantically acceptable ypes of endings. In general, the
total mumber of ending types for nomiral base plus the total number of ending types
for words with a verb stem is 70. In accordance with these types of endings, finite sets
of endings are consiructe for al the main parisofthe Kazakhlanguage. S0, for parts of
Specch with nominal bass, the number of endings is 1213 (al lural variants are aken
into account). and the number of endings of part of speech wit oral basesi: verbs -
432, participles - 1582, aderb - 48, moods - 240, voices - 80. I fotal - 3565 [12, 13].

“The morphological segmentation algorithm of the Kazakh language words includes
w0 stages:

(1) allocation o the basis and endings of words;
(@) segmentation of word endings into sufix segmens.

“The stage of dividing the base and endings of a word is performed using a stemmer,
also based on the use of the complete Kazakh ending system. AL the second siage, 3
simple transducer mode is used, using the table of the complete ending system, in
‘which the output is  segmented ending divided into sufixes. The table of the complete
Kazakh ending system contains two columns: the colum of endings of words of the

Table 1. Kazakhs cndings with scamented sufses (fragment)

Toe cndings ofword ‘Sequences offies
apevesnsesti (Gerymyzbesis) s e amaasy
apevenemis (rymydbenbin) B aa s d adma e
apsvesnencs (darymyzbensc) peuaanaassaac
apsvenenc (darymyzbeasia) peENa@EesmEaE
epuestis (ermenbi) p@aneaasi
epuemeis (ementin) epswen s
epences (ermensiz) p@axmaac
epencin Qemensi) p@ane@acx
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Kazakh language and the column of  sequence of suffixes corresponding (0 ths ending.
“The Table 1 below shows the fragment of the table of Kazakh endings with segmented
Suffixes. The symbol @@ is affx separation symbol.

32 An Algorithm for Searching for Unknown Words In the Vocabulary
of the Trained Model

An algorithm s developed for searching unknown words in the vocabulary of  trained
‘model of neural machine translation for the Kazaknh-English pai o languages. The main
idea ofthis lgorith for earching unknown words i the vocabulary ofa trained model
is as follows: for the sentence of the targel lnguage, where there is 2 symbol “unk”
in it equivalent sentence of the source language, all words are checked for the absence
of a trained model in the dictionary. Since it is assumed that If the word is not in the
vocabulary,then t s ot translated. Then, it s proposed 1 fnd s synonym, . another
‘word close in meaning. For this, i is proposed o use the dictionary of synoayms of the
Kazakh langusge.

33 Define Synonyms of an Unknown Word

To determine the synonyms of an untranslated (unknown) word, a dictionary of syn-
onyms of the Kazakh language has been compiled. The total volume of the synoaym
dictionary is 1995 Each word contains at least one synonym word, maximur 35 syn-
onyms. Since there can be several synonyms for each word, it i necessary 10 check
for the presence in the vocabulary of a trained model. For this, an algorithm has been
developed that sequentally checks fo the resence of synonyms of an uniranslated word
in the vocabulary of a trained model. The frst synonym found in the vocabulary of the
rained model s taken as 3 synonym for tis unknown word.

34 Replace an Unknown Word by a Found Synonym

“The synonym of the unranslated word found at the prvious stage is substituted into
the source text instead of the unknown word that was not ranslated, .. word that was
“oul-of-domain”

For allthe above stages of solving the unknown word problem, software solutions
have been developed in the Python 3 programming language.
35 Translation of the Modified Source Text
“The resulting adjusted source text is submitied 0 the machine ranslation stage.

4 Experimental Part

41 Tralning Data

For the training is used two Kazakh-English parallel corpora: one is KAZNU Kazakh-
‘English witha volume of 143262 sentences (Table 2), secondis WMTI9 Kazakh English
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with a volume of 140 70 sentences (Table 3. Before dividing o training and testing,
the general text was shuffled to prvent learing the same siructures. Both two corpora
are checked on duplicates of sentences, therefore the KAZNU Kazakh-English corpus
have volume 140 851 parallel sentences and the WMTI Kazakh-English corpus have
volume 140 000 paralel sentences (Table 4)

Table 2. KAZNU Kazakh English prallel corpora

Corpus name | Numberofsemences

“Table 3. WMT 2019 Kazakh-English corpors.

Corpusname | Number of sentnces
News commentary| 9535

Wikitidesv | 114453
The KezakdhV_| 16882
Toul 10870

The KAZNU Kazakh Eaglish was divided on training set 132 983 sentences,
development se 4 868 seniences and test set 3 000 sentences.

“The corpus WMT19 Kazakh-English was divided on raining set 135 000 sentences,
st se 3 500 sentences and development set 1500 sentences.

‘Table 4. Total volume of corpoa afe asserbling and duplicate senences cleaning: KAZNU
Kazakh English and WMTIO Kuzakh English

Corpus name Number of sentences
KAZNU Kazakh Eaglish 14051
WNTIO Kazaki Englich 140000
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“The vocabulary s created from frequently used words in corpus (occurring more
than 3 times).

“The vocabulary o the KAZNU Kazakh-English corpus training set s 16 878 words
in Kazakh and 19 124 words in English (les: rigvocab kaz, rigvocab.eng).

“The vocabulary for the WMTI9 Kazakh-English training set is 48 154 words in
Kazakh and 20 957 words in English (fles: vocab kaz, vocab.eng).

“To evaluate theresults of the translation, the BLEU score was used.

In the Table S below provides the description of the source data for the training and
tsting of the NMT of the Kazakh-English language pairs for the proposed technology
(method) of solving the problem of unknown words.

“Table 5. Descripton of source datafor trining and testing ofthe NMT of the Kazaki English
language parsfor the proposed technology o slving the problem o unkown words.

'KAZNU Kazakh English paraliel corpus | WMTI9 Kazakl-English paralll corpus
with vlume 140 851 sentences with volme 140 000 sentences
Training datx: 132083 Traiing daa: 5000
origrain kaz, ik,

origaincng. mincns

Tes i 3000 | Testdoa: 3500
Kaentest] az, wsthar,

ke testleng. estens

Development s daa- 4568 | Development st data: 500
Kaenteskaz, es2kar,

kaentesong esideng
ocabularyof Kazakh (woeds): | 16 78 | Vocabulary of Kazak (words) | 48 154
orgwocablaz vocabkar
Nocabulary of English (words): | 19 124 | Vocabulary of English (words) | 20057
origwocsbea vocabeng.

“Tuble . Esimates of machine tanston ofthe Kazski English langusge pais of the bascline
version and version usingthe proposcd method fo solvig the problem of unknown words.

‘Corpus name. BLEU bascline NMT | BLEU NMT with proprocessing
KAZNU Kazakh English el | 89 5

corpus with volume 140551

WTIO Kuzakb English parlll | 132 3
corpus with volume 140000
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“Table  presents estimatesof the machine tranlation of the Kazakh-English language
paits of the baseline version and the version using the proposed method for solving the
problem of unknown words.

“Table 7 presents number of unknown words in the text in baselne version of NMT/
processing and in the NMT with proposed method.

“Table 7. Namber of unknow words i thetxt i bascline vrsion of NMT prosesing and i the
NMT with proposcd method.

Textvolume Number of unknown words n | Number o unknow words in
the text without preprocessng | he textafe prerocessing

Textwith volume 13 » 0

Textwith volume 25 E] B

Textwith volume 36 5 O

Textwith volume 75 E3 E3

“The application of this techaology does not provide such asignificant improvement,
since only synonyms are used for rae (unknown) words and it may be that synonyms
themselves are rae words o rare (unknown) words do not have synonyms.

5 Conclusion and Future Work

The Kazakh language is a low-resource language, especially few paralel corpora for
‘machine translaion. Therefore it very important o escarch the problems improving the
quality of machine transiaion,suchas problem of unknown words. Inthis work proposed
technology improving the solution of this problem by the defniton of uaknown words
inthe source text by the search them in the vocabulary of th trained model, then define
its synonyms by the dictionary of synonyms, after replace an unknown word by this
found synonym and repeat ranslation.

“The experiments shows improving of rsults by the decreasing numbers of un-known
‘words in output text, but the quality of ransiation by BLEU metrc s very litle improv-
ing. In our opinion that resulis are explained by (1) the volume of synonyms dictionary
is ot enough (2) meanings of synonyms using for replacing of unknown words i ol
quite suitable.

“Therefore, future works are planned to improve the quality and volume of the syn-
onyms dictionary. Also in the future planned to apply sttistical methods to determine
the position of unknown words in the source fex! and 1o use the word2vec model for
replacing rare words with words that are meaning close.
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Abstract. The psper proposes s solution tothe problen of nknowe words for
eural machine translation. The proposed soluion s shown by the example of
a neural machine translaion of a Karakh- Fglish language pair. The novely
of the proposcd technology for solving the problem of unknown words in the
eural machine ranslaton of the Kazakh language i the proposed algoribm
for seaching of unknown word inthe vocsbuley of & trained model of neursl
machine ranslaion usingthe dicionay of synoayms of the Karakh language. A
ictionay of synonyms i sedosearc for word that aresimlarin meaning 0 he
unknow words, which was dfind. Morcover, th found synonyms are checked
fo the prescace inhe vocabulry f atrained model of ural machin rsslation.
After that, 3 new translation of the edited sentence of the source lngusge is
performed. The base of words-synonyms of the Kazakh language is collcted
The total umber of synonymous words collccted is 1995. Software solutons
0 the unknown word problem have b deeloped in the python programming
Ianguage. The proposed technology solution (0 the problem of unknowa words
for ncursl machine translton was tcsted on the two source parallel Kazskh-
English corpus (KAZNU Kazakb-English parlel corpus and WMTI9 Kazskh-
English paralc corpus) i both vaiants: basclin and with using of the ropesed
technology.

‘Keywords: Neursl machine traslation - Unknown words - Kazakh langusee

1 Introduction

“The Kazakh language belongs to the Turkic group of languages. About 13 millon peo-
ple use the Kazakh language according (o Wikipedia, who live in Kazakhstan, Russia,
China, Uszbekistan, Mongolia, and Turkmenistan. According (o linguistic resources,the
Kazakh anguage belongs o low. resource languages. Especally few linguiti resources
are available for parallel corpora. This situation significantly affects the interaction of
ciizens of various couniries with Kazakhstan,

For Kazakhstan, the problem of machine translation s very relevant as Kazakhstan
is curtently actively integrated into the global space and the needs of the translation
of modern information in various fields of politics, economics, industry, and the social

© Spinger Na: S e Lt 2020
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Sphere are growing exponentialy every year, The urgent issue s the timely translation
of modern lextbooks and scientific and technical lteature ito the Kazakh language as
the Kazakh language begins o prevail in the educational sphere. The corps of translators
of Kazakhstan, on the one hand, is notlarge enough (o cover the ever-increasing needs
of translation from leading world languages into the Kazakh language, and on th other
hand, it i necessary o increase the productivity of ranslation by using machine rans-
ation programs. 10 this connection, the relevance of high-quality systems of machine
transiation of the Kazakh language i very importan, especially languages relevant for
Kazakhstan,like English and Rusian. Since the problem of machine trnslation has nol
yet been solved at a suffcienty high level, close t0 professional transiation, the prob-
e of machine translation s very relevanL. It should be noted that solving the problem
of machine ranslation can open the way for solving other very important problems of
artifcial nteligence, such as understanding natural language.

Recently. the best results of machine translation have been shown by an approach
based on neural networks, namely, neural machine translation. However, the quality
of neural machine translation isnot yet approaching professional translation. The main
problem of neural machine ranslation i the need forarge volumes ofparalel enclosures
necessary forlearning neural machine ranslation. This i especially trueforlow-resource
languages, which include the Kazakh language. Ways 10 solve this problem are ether
the creation of natural paralll corpora by professional interpretes, o the creation of
Synthetic paralel corpora. The first case is 4 very fesource-consumer process; in the
Second case, various approaches (o the generation of syntheti paralel packages are
possible. The qualiy of neural machine translation is aiso affected by the problem of
‘unknown words, L. words that are outside th dictionary of a machine ranslation system
(Ot OF Vocabulary - 0OV).

“The quality of a neural machine translation substantially depends on solving the
problem of unknown words. This problem s associaed with the concepts of “in-domain™
(i the domain) and “out-of-domain” (outsid the domain). By “in-domain” domain is
‘meant a selectin of source data on which nevral machine translation s trained. I duing
testing or during  realtransiaion, words that did not appear in the “in-domain” come
acros, then these will be unknown words. Some machine transltion systems leave
these unknown words untranslated, either replace them with the abbreviation “UNK’
o transate them with words that ar close in meaning. Accordingly. the last decision,
‘namely. inding 2 word tha i close in meaning, is 150 a difficlt task.

“This paper describes an approach t solving the problem of unknown words for &
neural machine transiation of 2 Kazakh-English pair based on proposed algorthm for
Searching of unknown words n the vocabulary o the trained model of neural machine
ranslation using the dictionary of synonyms of the Kazakh lnguage.

2 Related Works

To solve the problem of unknown words in th lteraure, several approaches have been
proposed that can be divided inlo three categoris. The first category of approaches
focuses on improving the speed of calculating the output of sofimax tool so tha it can
Supporta very lrge vocabulary. The second calegory uses information from the contex.





