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INTRODUCTION

Data mining and analysis is a set of methods for detedtmmm large
guantities of datgbig datg previously unknown, practically useful knowledge for
decisionrmaking in various spheres of human activity. The peculiarity of the
methods ofmining and analysis of data, distinguishing them from traditional
statistical methods are:

- the discovery ofnon-obvious regularities: these patterns do rdentified by
standard methods of information processing or expeviay of;

- the detection of objective laws: the knowledge obtained willldg correspond to
reality;

- finding practically useful regutdies: the found knowledge can be found in
concrete application in practice;

- reveal regularities without rigid restrictions to initial data and their distribution.
The most common tasks of data development and analysis are:

- classification,

- predictirg,

- clustering,

- association.

The basis of methods of data development and analysis is varidhed®ieof
classification, prediing, clustering, modeling, based on tippkcation of: decision
trees; artificial neural networks; genetic algorithms; assive memory; @izzy
logic, etc. Methods omining and analysis of data also include multidimensional
statistical methods: coraion and regression analysis; factor and component
analysis; variance analysis; time series anabsisetc.

Datamining andanalysis is a mukstage and very labantensive process, which
can be divided into three main stages:

- initial research;

- building a model;

- implementatiorof the model.

The most timeconsuming stage of initial data mining involves:

- data cleaningremoval of duplicate observations from the sample, mistakenly



entered data with obviousrers, extreme value@utliers), checking logical rules
and conditions;

- analysis and restoration, if necessary, of missing vatudesta,

- data conversion;

- setting up data properties;

- conducting an exploratory analysis of data using graphictatidtical methods;
- selection of the necessary data for building the model.

At the stage of the model construction, various models ofrdetti;ag and analysis
areconsidered, and the best of them is selected.

The mplementatiormf the selected model implies its application to wiata in order
to obtain predictios or estimates of expected results, as well as subsequent
monitoring of the quality of the model.

The tchnology of datanining and analysis is used practically in all spheres of
human activity, where retrospective data are accumulated. The methods o
development and analysis of data were most widely spread inllh&ifg sectors:

retail trade; the bankg sector; insurance; telecommunicationsidustrial
production; gock and currency markets.

In this educational manual, the tasks of pread; classifying,clustering and
associative rulesn specific examples are discussed in more d&téikn studying
the above problems, Excel is usedpoediding tasks and the Rapidmingrogram
for classification clusteringand associative rulesasks. Both programs are easily
accessible: Excel is present in almost all local computers, and the Ragridm
program for educational purposes is freely available.



TOPIC 1
INTELLIGENT DATA ANALYSIS

1.1. Methodology of data mining

Data mining (data mining (DM) Intelligent data analysjsis a process of
discovering meaningful new relationships aependencies by processing large
amounts of data stored in repositories, using pattern recognition technology,
statistical and mathematical methods.

There are various methods of data mining, among which is considered the de fact
standard methodology CRISPM (CRossIndustry Standard Process for DM) [1].
According to a survey in 2014 methodology CRIBM holds a leading position.

What main methodology are you using for your analytics
data mining, or data science projects 7200 votes total]
mmmmm 2014 poll  mssssm 2007 poll

CRISRDM (86) T 43%
e 42 %

My own (55) I 27.5%
s 19%
SEMMA (17) I 8.5%

s 13%
Other, not domai] B 8%

specific (16) mm 4%

KDD Process (15) |EEE 7.5%
mm 7.3%

My organizations' (7] 3.5%
mm 5.3%

A domainspecifiq @ 2%
methodology (4) mm 4.7%
None (0) 0%

mm 4.7%
Fig. 1.1. The results of the survey on the use of the methodology of data mining
(http://www.kdnuggets.com/)




The methodology CRISPM has a life cycle that includes six phases (Figure 1.2.)
[2]:

Phase 1. "Businesmderstanding." Athis phase in CRISPM standard defines the
following tasks:

- The objectives and requirements of the project in terms of business or researc
units.

- Translating the objectives and constraints in the definition of the problem of data
mining.

- Developnent of the preliminary strategy (plan) to achieve their goals.

Phase 2. "Understanding the data." The second phase begins with data collectio
the description thereof. Identify problems with data quality, such as, for errors or
omissions. A search dafiteresting data sets that may contain hidden patterns. Thus,
this phase comprising the following tasks:

- The collection of baseline data;
Phase 3. "Preparing data" includes the following tasks:

- Starting from the raw data is preparing the final datdahsgtmust be used for all
subsequent phases. This phase is very-tiomsuming;

- Selected cases and variables to be analyzed, and are suitable for the analysis;
- Conversion are performed on certain variables, if necessary;

- Is cleaned original data, sileat they were ready for modeling tools.

Phase 4. "Modelling" includes the following tasks:

- Selection of appropriate modeling techniques;

- Calibration of the model parameters to optimize results;

- Can be used several modeling techniques for the sataerdning.

- If necessary, loop back to the data preparation phase, to bring the shape data
accordance with the specific requirements of a particular means of data mining.

Phase 5. "assessment" includes the following tasks:

- Evaluation of one or morenodels are available as modeling phase and the
effectiveness of their préeployment for use in the field;



- Determine whether the model is actually achieves the objectives set for it in the
first phase;

- To establish that some important aspect of thenkas and research tasks are not
taken into account adequately;

- A conclusion regarding the use of the results of data mining.

6. The phase "deployment (implementation)" includes the following tasks:
- Creation of a model does not mean the end of thetoj

- An example of a simple deployment: report creation;

- An example of a more complex deployment: the implementation of parallel data
mining in another department.

- For enterprises, the customer deploys often based on the model chosen.

Business
Understanding

( Understanding
\h!

Data
Preparation

T
|4

Modeling

Deployment

o

Evaluation

Fig. 1.2. Tle phases of the life cycle methodology CRISH [1]

1.2 Tasksof Data Mining



The main tasks of the most common tasks of data mining include:
- classification

- prediction

- clustering

- Association.

Classification task.

Under the classification abjects commonly understood classification (observation
events) to one of the previously known classes. For the classification must be prese
features characterizing the class to which belongs to this or that event or object. Th
classification relates tihe learning strategies with the teacher (supervised learning).
The problem of classification is commonly used categorical prediction of the
dependent variable (ie, the dependent variable is the category) based on a sample
continuous and / or categaaidcvariables.

Various methods are used for classification. The main ones are:
Classification using decision trees
Bayesian (naive) <classification;
classification using artificial net

classification by support vector me

o o I» Do

sticah methaeds such as linear regression;
classification by wusing the nearest
Prediction task.

Predictionis classification similar, except that for the prediction, the results are in
the future. Examples in the fietd business studies and predig tasks include:

- Predict the stock price for three months in the future;

- Prediction of the percentage increase in the incidence of accidents in traffic nex
year, if the speed limit is increased.

For prediction may beaised as a traditional statistical evaluation methods and
evaluation points, the confidence interval simple linear regression and correlation



and multiple regression techniques and Data Mining and Knowledge Discovery,
such as neural networksjniearest méiod for neighbor.

Clustering task

Clustering refers to the grouping of records, observations or instances into classe
of similar objects. A cluster is a set of records that are similar to each other anc
different from the entries in other clusters. Clusig differs from classification in

that there is no target variable for clustering. The clustering problem is not trying to
classify, evaluate or predict the value of the target variable. Instead, clustering
algorithms searching the initial set of datgreentation in a relatively homogeneous
subgroups or clusters, where the cluster records maximized similarity and the
similarity of the records of the cluster is minimized.

Clustering is often performed as a preliminary step in the process of data mining
and the resulting clusters are used as additional materials in a variety of technica
methods in the following stages, such as neural networks.

Association

The task of association for the mining operation is located, which attributes "go hanc
in hand." Assoiation Tasks are most common in the business world, where it is
known as market basket analysis [2]. Association rules have the form of productior
rules: "if¢ A e, and theng¢g B e wi t h
Support call the numlb@r percentage of records containing a particular set of data.
The reliability of the rules shows what is the likelihood of that event A implies event
B. For example, a particular supermarket can find that out of 1,000 customers ir
stores Thursday, 200 stomers have bought diapers, and of those 200 customers
who bought diapers, 50 customers bought beer . Thus, the right of association wil
be "If you buy diapers, and then buy a beer" with the support of 200/1000 = 20%
and reliability rules 50/200 = 25%.

Examples of problems in business and research associations include:

- Study the proportion of cell phone subscribers in the company's plan to respont
positively to the proposal to upgrade services;

- The study of the percentage of children whose parerdsogaem are themselves
good readers;

- To find out what items are purchased at the supermarket together and that th
details have never purchased together



- Determination of the proportion of cases in which a new drug will exhibit
dangerous side effects.

1.3 The phases of "Business Understanding" and " Data Understanding"

As it was said above, the following tasks are defined in the "Business
understanding” phase in the CRISRI standard:

- presentation of the objectives and requirements of the projemtms of business

or research unit.

- translation of goals and limitations into the definition of the problem of data
mining.

- development of a preliminary strategy (plan) to achieve the set goals.

In the " Data Understanding " phase, data are cotlectescribed, analyzed and
evaluated. This phase includes the following tasks:

- collection and description of source data;

-preliminary, semantic analysis of data on hidden patterns;

- evaluationof data quality.

Let's consider more in detail the taskdhefse phases of data mining.

Let's consider on an example of maintenance of quality of cars for manufacturers o
cars. Quality assuranceirsa top priority for car manufacturers.

The goal of any car company is to reduce the costs associated with walaans

and improve customer satisfaction. Through interviews with employees of the
automotive company, who are technical experts in the production of vehicles,
researchers can formulate specific business problems such as:

- Are there interdependenciestween warranty claims?

- Are there any previous warranty claims related to similar requirements in the
future?

- Is there a link between a certain type of claim and a specific garage?

The data mining plan consists in applying the appropriate data micimgigees to

try and identify these and other possible associations.

In the "Understanding Data" phase, the collection and description of the initial data
of a particular domain are performed. For the example in question, this is the
database of the car mafacturer. How this database is used by consumers, how
much this database and its elements are understood by end users. Is it possible
find answers to the questions identified in the previous stage of business
understanding on this basis? Preliminargessment of the quality of the data: the
completeness of the data, if there are missing data, if there are data bursts, than wt
is explained.

In the following sections, the remaining phases afadmining arediscussed in
detail.



1.2 PRACTICAL LESSON 1 AND IWS (INDIVIDUAL WORK OF
STUDENT) 1

Subject. Methodology and objectives of data mining.
Lesson plan.
1) Study the lecture material and methodology problems of data mining, above.

2) Setting the IWSMake a detailed description of one of the objectigestelligent
data analysis with examples.

3) A comparative analysis of this problem.
Literature .

1. Mar bg8n €. , Mar i scal G. and Segovi
Process Model. Data Mining and Knowledge Discovery in Real Life Applications,
Book edited by: Julio Ponce and Adem Karahoca, ISBN3%98261353-0, pp.

438, February 2009;Tech, Vienna, Austria

2. Larose D.T. Discovering knowledge in datan introduction to data mining.
Wiley-Interscience, Hoboken, New Jersey, 2005



TOPIC 2
MODEL OF PREDICTION TASK

2.1. The lecture material

The prediction task is solved in two stages:

1) from the observable datth4= K= B &, determine the form of the
function F;

2) knowing the form of the prediction function to make a prediction, that is,
to find the value®f the variable Y for new valuex independent variables and the
time factor.

Solving the prediction task means making a prediction, which consistglingithe
value of the variable Y, for which there are no valnebe original data set.
The task ofapredictioncan be presented in the following form [1]:

L5 & REBL N,

where the variable Y is a predictable variable, the variables: 8 &, are

i ndependent variables, t is the ti me
Y is also a random variable. A random variable determines the inaccuracy in the
measurement of the valued the variable Y, as well as the incompleteness of
knowledge about the effects of the time factor and facters: 8 &=, on the
variable Y. If the original data is presented in the form of a table (function graph)
then«.. are the valuesf the function F for the specific values its arguments

<o be [Be ,wherei=12,..,n

The determination of the form of the function F, which is unknown to the prediction
problem, is performed on the basis of the available initial data, as well as some
priori considerations on the possible form of the function. The function is selected:
L5 4 Rt 8 HlsnaL R B L, , where the parameted Rf I8 hifg are
chosen so that the valuesthe function'Ofor given The valuesf the arguments

41- ho k8 e . correspond to the valuesas best as possible. Thus, the selected
function’ OapprOX|mates the observed data, that is, the funé@oan be called an
approximating function, since it approximates the observed data.

The constructed functiof can be used for the second stage,dtep of predicting
a data of the dependent predicted variable for future periods of time for which there



are not yet observable data values. In this aspect, the approximating funetion
called the prediction function.

The influence of the random vablet is usually determined by adding a random
effect to the value of the functio@ i.e. The scheme of the random action -, or
the product of the random action and the value of the fundf)as assumed. A
scheme for the random actigr¥ - is adopted.

The predicted value of the predicted variable is calculated as the value of the
prediction function for the values of the argumentshio o B o . If

the prediction function does not explicitly contain the time argument t, then such
data models are called cawmad-effect or casual. If the prediction function does not
contain factor arguments oo I8 & and depends only on time, then this masle
called a time series model.

Models of time series are characterized by a number of concepts, such as a step
projection period, time horizon, the tremdseasonal changes. The predicpenod

- is the time step, which presents the data in the original data set table
ohd hd M & hd Predictiorhorizon- is the amont of the predictiomeriod, which

will make the predictionPredictionhorizon can be shoterm (several periods)
medium (about ten periods) or long term (more than ten periods). General trend is
trend in the data table changes the original data set according to the time. Seasor
changes it is repetitive (periodic) change the valudthe factors that influgce the
behavior of the entire system. Trend and seasonal changes are the components of
prediction function. There are additive model prediction function, when seasonal
variations are added to the trend, Q0 YO “YO, where T and S represent,
respectively, the trend and seasonal components of the function f, and the
multiplicative model, where the trend and seasonal variations are multipéed,
Q0 YO 27Y0.

2.2PRACTICAL CLASSES 2 AND IWS 2
Subject. Building a data model and a trend line for the prediction task.
Lesson plan.

1) Formulate the problem of prediction and, by analogy with the table below, make
a table of data for its prediction task.

The period | Time't Estimated variable Y
(Months) (sales)




1 January 89390
2 February 95970
3 March 97850
4 April 80940
5 May 114760
6 June 89190
7 July 105235
8 August 108920

2) Using Excel tools, build a trend line for this prediction task. It is shown below
how to do it. Analyze the results.

To build in Excel charts or diagrams for a given set of input data must be:
- Select the required set of data;

- Using the tab "Paste" option in the "Chart" to find the "Graphics" section;
- Click on the desired type of graphics.

It should be noted that the trend licennotbe added in bulk, petal, circular, annular
and stacked charts. For the original data table above chart will look like:

140000

120000

100000 -

80000

60000 — e” Y

40000

20000

0

0 2 4 6 8 10

To construct a trend line for this set of data, follow these steps in Excel:
1) Click onthe chart to select it;

2) Rightclick on the chart, click on the pagp menu option "format trend line" or
"Add trend line";



3) in the Properties window of the trend line, specify parameters such as: the type c
trend line forecast (forward or backward)the desired number of periods, display
the equation on the chart, showing squared (coefficient of determination).

The figure below shows a diagram of the forecast vatfiese predicted variable
trend line.

140000 y =2272,3x + 8755
wy ' ng

120000

80000 i

=fl—Sales
60000 — & _ Sdlesy
40000
20000
0 T T 1
0 5 10 15

However, the predicted values on the tigares us a general idea, but not the exact
values,i.e., schedule can determine the approximate values of the predicted value:
predicted variable.

The following topic will be considered standardtigres predictingagnd how to
obtain specific values of ¢hpredicted variable.

Literature.

1. Minko A.A. Predictionin business using Excel. M .: Eksmo, 20208 p.



TOPIC 3
PREDICTING USING STANDARD FUNCTIONS

3.1. Lecture material

In Excel, there are a number of standard functions that allow to thaly@ediction
problem using known mathematical functions, such as: linear function, logarithmic
function, polynomial function, power function, exponential and other functions.
Excel features allow you to select any function from the standard functiaitstde

in Excel to approximate the original data set of a specific task. Further, based on th
selected function, it is possible predict the value of the dependent variable for &
certain number of periods in the future. The use of standard Excel funfdions
solving the prediction problem is discussed below with a specific example.

The initial data set with the predicted "sales" variable is set:

Period(month)| Sales
89390
85970
97850
80940
114760
89190
135235
158920

NP WN -

When selectin@ trend line in Excel, you can specify the following types:

- Linear. The linear trend line is described by the equation & & @& whered

is the variabldactor,& andare the computable parameters of the trend line, where
& - determines the spe of the lineg- defines the point of intersection of the line
with the vertical coordinate axis (ordinate).

The diagram of the linear trend line is shown below in the figure.



180000

y = 8819,9x + 66842
160000

140000
120000 X /
100000
</ Y -y
80000 e ey

60000
40000

20000

0

0 2 4 6 8 10

Fig. 3.1. Linear trend line.

- Logarithmic. The logarithmic trend linedescribed by the equation &l 16
& where®and®are the computable parameters of the logarithmic trend line.

The diagram of the logarithmic trend line is shown below in the figure.

180000
160000 y=25320In(x) + 7296
140000 K
120000
100000 M/

80000 — Y

60000

40000

20000

0

0 2 4 6 8 10

Fig. 3.2. Logarithmic trend line.

- Polynomial. The equation of the polynomial trend line ds @
® E® & o ow+bh where o B o foo b are the computable
parameters of the polynomial trend line.

The diagram of the polynomial trend line i below in the figure.



180000 y = 2498 5%- 13667x + 10432

160000

140000
120000
100000 A</

80000 .\M —-_ Y

60000
40000

20000

0 T T T T 1
0 2 4 6 8 10

Fig. 3.3. Polynomial trend line.

- Power. The equation of the power trend line has the €ormd@» wheredtb are
computable parameters of the power trend line.

The diagram of the power line of the trend is shown belavarfigure.

180000

160000 y = 775808218
140000

120000 M
100000 .7/\/ Y
80000 --_ Y

60000
40000

20000

0

0 2 4 6 8 10

Fig. 3.4. Power line trend.

- The exponential. The equation of the exponential trend line has thedform
o) wherechb are computable parameters of the exponential trend line.

The diagram of the exponential trend line is shown bétotle figure.



180000

y = 7375380758
160000

140000
120000
100000 K/

80000 W - Y

60000

40000

20000

0

0 2 4 6 8 10

Fig. 3.5. Exponential trend line.

Let's make a predictiofor the exponential trend line. To do this, rigititk on the
trend line you need to open the "trend line format" and specifyrhamy periods to
make a prediction. In this exanepthe predictions for 4 periods ahead.

200000 y= 73753@0758x

180000

160000

140000 %

120000 /M

100000 e
s/ ¥ Y

80000

60000
40000
20000

0

0 2 4 6 8 10 12 14

Fig. 3.6. Forecast by exponential trend line.

However, the chart does not allow you to see the exact v@ties predicted values

of the predicted variable. You can see only approximate valudm foreast. To
obtain accurate predictioralues, it is necessary to use the obtained trend equation
in the diagram. For example, this will be the exponential equation

X O xmﬁc . Substituting the valuesf the forecast periods for x, we will obtain
the numerical valuesf the predicted vaable for the given four predictiqreriods.



To do this, you must create columns in other free columns i&xhel workbook

for the predictegeriods and sales. In the first element of the "sale" column, you
musttype the trend equation, then copy it and write (extend) it to the other elements
of this column. As a result, the following predicted valieethe exponential trend

line will be obtained.

Periodmonth) Sales

9 145900
10 157389,2
11 169783,1
12 183153

Below are screenshots of obtaining numerical values of the predicted variable fol
exponential and power trend lines.

213 HOME  INSERT  PAGELAYOUT  FORMULAS ~ DATA  REVIEW  VIEW

= X cut - = AutoSum
8 Calibri ‘A = #- Wirap Text Genera | HE 2 | Normal Bad Good €im Bx (] Thuosm - Ay bk

i Copy ~ ‘ - - = ¥ Fill ~

Paste e T M A o2l ional F T sert Delete F [ Find &
¥ Format Painter Bry & matting N lear F +

]
f | =73753%EXP(0,0758"F1) v

A B C D E F G H 1 K M N I)_ S T v

1 1 89390 9 1255246 9 145900]

2 2 85970 10 1284546 10 157389,2

3 3 97850 11 131164 11 1697831 Sales y = 73753007

4 4 80940 12 1336874 12 183153 200000

5 3 114760 180000

6 6 39190 160000 /

7 7 135235 140000 (

8 8 158920 120000

5 100000 —a—Sales

10 80000 —— Expon. {Sales)

1 60000

12 40000

13 20000

14 0

15 o 5 10 15

16

17

18

19

20

2

2

24

25

26

Fig. 3.7. Screenshot of obtaining numerical values of the predicted variable for the
exponential trend line
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3 3 97850 11 131164 11 1697831 Sales y = 73753007
4 4 80940 12 1336874 12 183153 200000
5 5 114760 160000
6 89190 160000 /
7 7 135235 140000 M
8 8 158920 120000
5 100000 —m—=Sales
10 80000 —— Expon. {Sales)
1 Sales 60000
12 40000
b 180000 Y=TISBOCH o
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Fig. 3.8.Screenshot of obtaining the numerical values of the predicted variable for
the power line trend

3.2PRACTICAL LESSON 3and IWS 3
Subject. Corstruction of a table of predictiwaalues for the prediction task
Plan of the lesson.

1) Construct various trendhes for the prediction task formulated in the previous
lesson.

2) The task of the \§. Construct predictive values for different predicted variables.
Analyze the results.

Literature.

1. Minko A.A. Predictionin business using Excel. M.: Eksmo, 20208 p.



TOPIC 4

CALCULATION OF THE DETERMINATUBRN-CCIENT FOR PREDICTION
FUNCTION

4.1. Lecture material

In Section 2, we showed a scheme $olving the prediction taskonsisting of two
stages: the determination of the approximation function ahd determination of
the valuesof the predicted variable frorthe approximation function by the future
valuesof the ndependent variablesNaturally, the quality of determining the
valuesof the predicted variable by the future value$ independknt variables
essentially depends on the degree of accuracy of the approximatioheoinput
data by the predictiofiunction. In this section, one of the tools for determining the
accuracy of the approximation ohé input data by the predictioriunction is
considered, namely, the determination coefficient / 1,2 The coefficient of
determination shows the degree of accuracy of the approximation efittitial
data by the predictioriunction. The coefficient of determination is denoted ds
and is calculated by the formula:

Y P B o o

Here w -the observed valuesf the predicted variable)

w- the average valuefw: w -B . This is the average value of the
predicted variable for the initial n points of the variable;

‘Q- residuals or prediction errodefined asQ « "Q® and™Q® are
the valuesof the prediction function at the-th point of the originaldata, i.e.
residuals are the difference between the observed valaed the valuesf the
prediction function, or in other words are errors of approximation of the observed
valuesby the prediction function;

ThesumB Q B o ™Q® isthe sum of the squares of the residyals
or the sum of the squares of the prediction (approximation) eredgrsach point of
the original data. Denoted as SSthe sum of squares of the residuals (sum of
squares erros);



The sum in the denominatoB  ®  , is calledhe total sum of squares of
deviationsfrom the mean of the predicted variable (sum of squares td&&T).

It should be noted here that there is another component of the measure of the
accuracy of approximation of the ofawedvaluesby the predictionfunction. This

is the sum of the squares of the regression (sum of squares regresSiBR), this

is the sum of the squares tie deviations of the predictiofunction valuedrom

the average observed value$the predictal variable .

The sum of squares of the regression SSR is determined by the formula
B "Q® W .

And the sum of SSR and SSE is SST:
SST =SSR + SSE.

Then the coefficient of determination can be represented as:
v Y'YO
p YUYy

However, thecoefficient of determination can also be represented as:

v YY
VYUY
Then the formula for the determination coefficient will be as follows:

B
B

Y

From the formula for determining the coefficient of determinatiainis clear that

the valuesof 'Y  p. The value of the determination coefficient¥s pif the

sum of the squares of the residues is zero, i.e. when all residuals are zero or wher
the original data is accurately described by the data model.

The coefftient of determination in Excel can be automatically calculated using the
standard functions LINEST and LOGHSB/. The LINEST function is used to
calculate the coefficients of multiple linear or polynomial regressions, and the
LOGEST function is used to calculate the coefficients of exponential regressmn Th
LINEST function calculates the coefficienfs 8 hd in the equation®® &

a ® E & & ofthe linear muiiple regression, or the same coefficients in the



equation® ®@ & ® E & & of the polynomial regression (from one
factor). The LOGEST function calculates the coefficight$s fi

In the equationdd wzd 2824 of exponential regression.
The syntax for calling these functions is as follows:

= LINEST (Valuey¥; {Values X}; Constant; Statistics)

= LOGEST(Values; {Values X}; Constant; Statistics)

The argument "ValuesY" is a ong@limensional array of valudser the variable Y

(or a reference to a range of cells containing this array). The optional argument
{Values_X} is an array of X factor valugsr a reference to a range of cells
contaning this array). If this argument is omitted, then it is assumed that this is an
array of natural numbers {1,2,3, ...} of the same size as the array "Valtie3he
"Constant" argument indicates whether the coefficientf linear, polynomial or
exporential regression should be equal to 0. If this argument is TRUE, 1 or omitted,
the coefficient is calculated as usual. If the argument is FALSE or Opieset

to 0, and the valuesf the coefficientsi are selected with this in mind.

The "Satistics" argument indicates whether additional statistical characteristics of
the regression are to be calculated. If this argument is TRUE or 1, then the function
calculates and displays additional characteristics. If the Statistics argument is
FALSE, Or omitted, then the function returns only the value$ the coefficients

mi and b0. Calculated additional statistical characteristics:

-i i M H -meansquare deviations for the coefficients hx 8 i ;

-i -meansquare deviations for the coefficient

-'Y - coefficient of determination;

-i -residual standard deviation (standard regression error);

- F- criterial statistics for checking the significance of the regression equation;
- dfis the degreef freedom;

- SSR the sum of squares of regression (sum of squares regression);

- SSE is the sum of the squares of the residuals (sum of squares error).



Additional statistical characteristics of regression are located in the output array of
standard furctions LINEST and LGRF as follows:

Mk Mk-1 mp My ?15
S St e > S S
Y S

F df

SSR [SSE

The remaining cells of the output array of additional statistical characteristics of
the regression are filled with thealues # H / D.

An example of the calculation of the LINEST function of additional statistical
characteristics of the regression is shown in4=ig.

To perform thecalculationdoy the LINEST functiahis need:

1) select the range F4: 19 (4 columrncarding to the number of coefficients
of the regression equation and 5 lines);

2) without removing selection, enter the formulal#aNEST (D4: D14; A4: C14
5 1),
3) and thenPress the keys <Ctrl + Shift + Enter>.

Additional statistical characteristics mégressiorfor the given examplare
calculated in the fieldF4: 19

The value of the determination coefficient is written in cell F6.
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Fig. 4.1 Calculation of additional statistical characteristics of regression by the
LINEST function.

4.2PRACTICAIESSION 4 and IWS 4
Subject:Calculation of the determination coefficient for the prediction problem.
Plan of the lesson.

1) Study the calculation scheme for calculating the determination coefficient for
the prediction task, presented above.

2) Practiceand task of the IWSApply the above described calculation scheme of
statistical characteristics for its prediction task.

3) Analyze the results.
Literature.
1. Minko A.A. Predictiom businesaising Excel. M.: Eksmo, 20Q08 p.

2. Larose D.TDiscovering knowledge in dataan introduction to data mining.
Wiley-Interscience, Hoboken, New Jersey, 2005

3. Excel functions. https://support.office.coreh-us/article/exceffunctions



TOPIC 5

CALCULATION OF CONFIEENTERVALS FOR PREDIUAEDES

5.1. Lecture material

Confidence interval for thpredictedvalue is a random interval, which with a given
probability" contains an unknown exact value of the prediction function F (X). The
probability" is called a confidence level.

The confidence inteal is calculated using the following formula 2/:

w 0zZi
wherewy  "Qw is the predicted value of the prediction functin
w is the value of the factor X for which it is necessary to calculate the value of the
predicted variable Y;
tis the quantile of the order (ki1) + U)
degree of freedom (k is the degree of
is the confidence level;
i is the prediction error for the variable Y at the peintdefined by the formula
/11, 2f

where

i -is the standard error of calculating the regressiondalated by the LINEST
function;

of -B ® -isthe mean ofwho 8 e of the factor X variable;

Y'Y B ® o -the sum of the squares of the deviations of the factor values
from the mean.

The value of the quantile t of the Student's distribution depends on the given
O2YyFARSYOS fS@St h3 dzidzl € fe& 3 AieeSssetl &
at 95%. The use of Student's quantile t imposes a number of conditions on the
regression model such as independence and normal distribution of residuals with
zero mathematical expectations and the same variances. Often in practice, since
the canfirmation of these conditions requires enough time resources, an empirical
rule of "three sigma" is used.



This rule is not tied to the distribution of residues, and the number 3 is not much
larger than the Student'st Sa d |jdzr YGAT S F 2oper dnd ldwerd p:’2
limits of the confidence interval can be calculated by the formula:

w ol

5.2PRACTICAL LESSON 5 and IWS 5
Subject:Calculation of confidence intervals for the prediction task.
Plan of the lesson.

Study the scheme for calculatingpnfidence intervals for the prediction task,
presented above in the lecture material.

Below in the figure is an example for Excel, made in accordance with the describec
scheme of calculating confidence intervals for the task of forecasting sales volumes
as a function of time periods, represented as a polynomial of the second degree
® O 4ao a o[l
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Fig. 5.1 Screenshot of calculating confidence intervals for the task of forecasting
sales volumes in relation to time periods.



2) Practice and tas&f the IWS Apply the above confidence interval calculation
scheme for your prediction task.

3) Analyze the results.
Literature.
1. Minko A.A. Forecasting in businessng Excel. M.: Eksmo, 20@Q03 p.

2. Larose D.T. Discovering knowledge in datn ntroduction to data mining.
Wiley-Interscience, Hoboken, New Jersey, 2005



TOPIC 6

RECOVERISSING DATA FOR THE PREDIOAGK

6.1. Lecture material

Missing or missing data in the intellectual analysis is a problem for the data
preparation phase. This lack of data can significantly affect the data analysis
process. Lack of information is rarely useful. Other things being equal, more data is
almost always better. Therefore, various approaches have been developed in this
area to sdve this problem or to circumvent it.

There are several approaches to solving this problem of missinddeth

- replacement of missing data with a certain constant determined by the analyst;

- replacement of missing data by the average value of tkedl f(for numeric
variables) or by the mode (for categorical variables);

- replacement of missing data by a value obtained by using a function that
approximates the available data.

One of the simple methods for restoring the missing vahfake factorvariable is

to replace the missing valuegith the average arithmetic valued the series of
valuesof this factor. For example, if there is nthivaluex; of the factor X, therx

= (X1 + X+1)/2 is assumed. This method of recovery llaawbacks. First, it does

not work if there are no successive multiple factor values. Secondly, if the data are
ordered in time, then the linear dependence of this factor on time is implicitly
implied, which is not always true. Thirdly, if it is assumedlitear dependence of

the factor on time, then the simple arithmetic mean of the nearest vals@svery
inaccurate method of approximation [1].

In the second method of recovering missing values, the regression function of the

given (dependent) factowith missing valuess first constructed based on one or
more other factors (independent factors) also present in the data set. Then the
missing valuesf the dependent factor are replaced by the calculated vahfdake
constructed regression funcin for this factor. The main problem here is the choice
of independent factors by which the regression function for the dependent factor
will be built.

Independent factors are subject to certain requirements. First, they must correlate
with the dependent &ctor for which the regression function is built. This means
that there must be some dependence between them. Secondly, the valuie
independent variables should be as deterministic as possible. Should not depend
on random influences, especially oandom influences that affect the predicted
variable Y. However, the latter condition is difficult to verify in practice, therefore,



the time factor is often taken as independent variables. But, by their nature,
changes of the factor are not always deten@d only by a temporary factor. The
way out of this situation is the construction of several data models, where the
missing valueare restored based on different independent variables [1].

Consider an example of restoring missing values.

In Figure 6.1The table of initial data of production costs on the time periods is
presented. There are missing valdesm the production cost data. It is necessary
to restore the missing values. We can perform the reconstruction of the missing
valuesusing the seond method described above, restoring the missing values,
based on constructing a factor regression line with missing vétuexher factors

in the original data.

In the figure 6.2. Represents the construction of the regression line of production
costsfrom time, which allows you to calculate the missing valakgroduction
costs. To do this, you need to add the regression line formula to the missing value
cells. This is shown in Figure 6.3.

See Figure 6.4. The table of initial data of expensesdeeréising on the periods
of time is presented. There are missing valfresn the cost of advertising. It is
necessary to restore the missing valwésadvertising costs. Recover missing costs
of advertising costs by using the above method of recogemissed values, based
on building a line of regression costs for advertising cost factor production.

In Figure 6.5. The construction of the regression line of the dependence of
advertising costs on production costs is presented, which allows calculding t
missed costs from time to time. To do this, you need to add the regression line
formula to the missing value cells. This is shown in Figure 6.6.
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Fig.6.1 Chartof production costs from time.

Fig. 6.2. The regression line of production costs ftiome.



