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Automatic Detection of the Type of “Chunks” in

Extracting Chunker Translation Rules from Parallel
Corpora

Aida Sundetova’, Ualsher Tukeyev
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Abstract— This paper describes the method of the automatic
detection of the type of “chunks” which are generated in
‘methodology presented by Sinchez.Carta-gena et. al. (Computer
Speech & Language 32:1(2015) 46-90). The proposed automatic
detection method type of “chunks” improves above methodology
of extracting grammatical translation rales from bilingual
corpora. Proposed im-provement of methodology of extracting
grammatical translation rules from cor-pora allows o apply
autput phrases of extracted tranlation “chunk” rules for next
“interchunk” stage in machine translation system and improve of
machine trans-lation qualfy. Experiments are done for the
English-Kazakh! langusge pair using the freclopen.source rule-
based machine translation (MT) pladform  Apertium and
bilingual English- Kazakh corpora.

Kepwords— rales extraction, machine translation, Apertium,
transer rules, chunks.

1 DNTRODUCTION

Rule-based machine transiation (MT) of natural langvage
nearly always contains the following steps [1]: morphological
analysis, part-of-speech (POS) tagging, translating words into
target language, execution of syntactic transformations and
division into phrases (or chunks), generating new lexical
forms (word’s lemmas with lexical catego-ries) of target
tanguage words. In rule-based MT systems, most of these
stages are im-plemented by handuwritten translation rules. The

morphological analyzer, POS disambiguator, structural
transfer, morphological generator, post-generator, re-formatter.

Fig. 1 Sructre of the Apertivm platorm

Three stage structural transfer rules on Apertivm platform
is implemented by three stages, it follows the description in

[4:

1. A first stage of transformations (“chunker”) detects source
Ianguage (SL) lexical form (LF) patterns and generates the
appropriate sequences of target language (TL) LFs, which
will be grouped in churiks representing simple constituents
such as noun phrases, prepositional phrases, etc. These
chunks bear tags that may be used for interchun
processing.

2. The second round (“interchunk”) reads patterns of chunks
and produces 2 new sequence of chuniks. This is the
‘module where one can attempt to perform some longer-
range reardering operations, interchunk agreement (for
cxanole between noua and verb ohacze aorementin
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