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Abstract. In this article, the authors consider the problem of text
generation for low- resource languages, using the Kazakh language as an
example, based on semantic analysis. Machine learning method is used in
the generation of text documents and sources in the Kazakhlanguage. First,
semantic analysisis performed, the number of words in the given text, the
numberof stop words, the number of symbols, etc. Then the TF-IDF
algorithm is used to find the semantically important words of the text.
Annotation of the given text by means of semantic analysis. And at the
end, generation of text with advanced semantic analysis. A corpus for the
Kazakh language was prepared for experiments and research. GPT-3 and
NLG are used in the process of generation. Generation by means of
semantic analysis of the text gives us some greatopportunities. The
Recurrent  Neural Network (RNN) method is used during
generation.Generation gives us a lot of opportunities, including not
spending time on unnecessaryinformation. It will provide an article or
short text related to the keywords you searched for. Thedescription of the
developed approach and practical results of experiments are presented.

Keywords: Semantic analysis, Machine learning, Text generation, RNN,
Kazakh language.

1 Introduction

The generation system for the Kazakh language developed on the basis of machine
learning is one of the current issues. Using the generation system, we quickly and easily
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solve problems such as chat-bots, auto-abstract, writing poems, mathematical or geo-
metric problems. Natural language processing problems are developing rapidly for the
Kazakh language, and it should be said that the generation system in the Kazakh lan-
guage is almost non-existent in the country at the moment. There are very few organi-
zations working on these natural language processing reports, and those that exist do
not publish their data Open Source. Therefore, it is our goal to solve this problem and
publish it openly. Because if it is open, it will continue to develop and increase in data.
And it will be affordable for small businesses as well, because it is financially incon-
venient for small businesses to develop technologies like chatbots. For private enter-
prises, this project will be of great benefit. Every web optimizer knows that a site must
have unique texts in order to be liked by search engines. Not just any set of words, but
meaningful sentences on the topic of the site. This is especially a problem for aggrega-
tors who receive information from other sites and online stores, where the parameters
and data of the goods are usually the same. Therefore, standard practice in this case is
to order unique texts from copywriters. Consider the task of automatically generating
product descriptions based on reviews. Having multiple product user reviews from dif-
ferent sites, we automatically generate a small unique text that summarizes the infor-
mation from the reviews.The large flow of information on the Internet has led to the
rapid development of the natural language processing industry (NLP). Currently, vari-
ous research mechanisms are developing their own projects, such as information ex-
change between users, machine translation of information, spam filters, e-mail verifi-
cation and processing of question-and-answer systems. However, due to the lack of
knowledge of the structure of some languages, there are problems where the research
result does not fully meet the needs of the user. Today, one of the problems of search
engines is the morphological and morphemic analysis of words encountered while pro-
cessing user requests. An example of such languages is the Uzbek language, which
belongs to the family of Turkic languages. Kazakh is one of the agglutinative lan-
guages. That is, in this language, each grammatical meaning is expressed by individual
affixes. The term affix in the grammar of the Kazakh language is taken in the same
general sense as in the grammar of other Turkic languages. This means prefixes, infixes,
suffixes, conjunctions. Nowadays, the structure of the Kazakh language has become
more complicated due to the influence of Arabic, Persian and Russian languages. Pre-
processing input text data is a key initial step in any natural language processing (NLP)
application. Extracting the base of the word, that is, extracting the base or root of the
input word, is an important process in the pre- processing stage. That is, depending on
the keywords you entered, a short answer or text will be generated. If the hulls have a
large structure, the result will be a high structure. It is important to do the generation
with high accuracy.

2 Related works

Natural language processing is a powerful tool for creating a clear vision for the organ-
ization [1]. Application analysis of customer experience and activity social network



helps the economic growth of the company [2]. However, sentimental analysis can lead
to inaccuracies in reviews that include both positive and negative reviews [3]. This
document focuses on the fact that the solution to this problem in the Kazakh language
is still widely studied [4]. Recently, many researches have been conducted in the field
of sentimental analysis in Indian, Arabic, Turkish languages [4-6], however, the num-
ber of researches is small for the Kazakh language [4].

A study published in [5] used machine learning techniques for semantic analyses. Nat-
ural language support vector by training models with contract matching datasets ma-
chine (SVM), Naive Bayes. In addition, linguistic methods, such as the systematic use
of special morphological analysis, have compiled sensory dictionaries of words and
phrases, as well as a set of linguistic rules [4]. In addition, including pre-processing,
morphological analysis techniques such as tokenization, word stopping, stamping and
POS tagging in research [7] provide detailed information about the data for high accu-
racy in the results. Evaluation of reviews using semantic analysis created a pattern of
neural bags resulting from negative or positive reviews. Word bag model is a method
of performing textual data in the process of text modeling with machine learning algo-
rithms. Bag-of-words model is not complex and advances in problems such as device
and seen language modeling and document classification.[7] If we consider the problem
of generation after semantics.

Text generation is one of the popular problems in data science and machine learning
and is suitable for Recurrent Neural Networks. This report uses TensorFlow to create
an RNN text generator and create a high-level API in Python3. The solution to the
problem was inspired by the work of Aurelien Heron. [8] This CST463 is a great project
at Cal State Monterey Bay's Advanced Machine Learning Program led by Dr. Glenn
Bruns [9].

Recurrent Neural Network (RNN). A real limitation of vanilla neural networks (as well
as convolutional networks) is that their APIs are limited: they take a fixed-size vector
as input (like an image) and produce a fixed-size vector as output (like probabilities of
different classes). And not only that: these models perform this comparison using a
fixed number of computational steps (such as the number of layers in the model). The
main reason recurrent networks are interesting is that they allow us to work with se-
quences of vectors: sequences in the input, sequences in the output, or, in general,
both[10].

Natural language generation (NLG) is a subfield of natural language processing. NLG
focuses on some basic semantic representation of information from written text gener-
ation in natural languages. NLG is used in many applications: Multilingual reporting,
text summarization, machine translation, and dialog applications. Therefore, the auto-
mated production of language is associated with a large number of diverse theoretical
and practical problems. In NLG systems, problems such as multi-content selection,
text-based lexicalization, text integration, and linking expressions are common.
Natural language text generation is a recommended way to introduce communication.
Semantic graphs are the most representative systems used as input to NLG [9]. Among
them, due to the limitation of the representation of the semantic graph, the traditional
type of operational or procedural knowledge is incomplete, so it is necessary to assign
more structure to the nodes, as well as links [11]. In natural language text generation,



there was a great need for more rich graph detail. A new semantic representation called
Rich is a Semantic Graph (RSG) that contains additional information. The main pur-
pose of this stage is to evaluate and then arrange the paragraphs according to two fac-
tors: consistency between paragraph sentences and synonyms of the most frequently
used paragraph words. After experimental testing, we found that the coherence measure
produces very close results, so synonyms of the most frequently used paragraph words
are used as an additional evaluation factor. First, text consistency assessment is used to
assess whether paragraphs are consistent or not.

Therefore, each paragraph is evaluated and ranked according to the number of coher-
ence between its sentences. Second, the synonyms of the most frequently used para-
graph words are collected by entering the WordNet rank. Finally, the last paragraphs
can be sorted according to the relevance rating, followed by the most frequently used
paragraph word degree of synonyms [5]. After that, it will be more efficient to generate
with semantics. Adding semantics will help us get better results as the generation pro-
duces words or texts that are semantically relevant to the keywords you are looking for.
Extracts matching text from corpora based on semantics.

At the moment, many Turkic languages, like the Kazakh language, are of low resource.
Due to the lack of available linguistic resources, it is difficult to apply modern methods
and develop high-quality technologies in the field of NLP and artificial intelligence.

3 Description of the model

We conducted research related to our topic and created a semantic analysis model for
the Kazakh language through generation. The semantic model consists of three parts.
The first is to produce statistics of the text in the Kazakh language. We have researched
all sections and prepared the practical section. We will share the results of the semantic
generation model for the Kazakh language below. We took out the statistics of the text
presented in the first part, entered a short text. As a result, we calculated the number of
words, symbols, punctuation marks, punctuation marks in the text (figures 1-2).

Fig.1. Example of statistical data of the semantic analysis of the text in the Kazakh
language.



Figure 1 shows the total number of words, the number of unique words, classic nausea,
aca- demic nausea, semantic core-keywords of the text.
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Fig. 2. Number and frequency of each word relative to the text.

In the second part, we used TF-IDF to extract semantically important sentences for a
known Kazakh language text. In this part, we used TF-IDF in order to further improve
the semantic analysis. Given a certain text, determine the frequency of each sentence of
that given text. Finds the importance of sentences for the text and extracts the most
important sentences with their weights. (Figure 3-4).

# text = "increase post character limit"

text

f_for_words(text)
text = """27 Kapawsna TyHAE UbFHIC K33aKCTaH OOMbICHIHLH LHFSICHHAA, OHTYCTIiK-UnFHCSHAS ARy OypKachH, 06AsiCTHH CI
A0ak oOnbICHHLIH OHTYCTiK-0aThiChHAA, CHTYCTiringe, uwe#ncesina xasy OypkacsH Gonamsl. TyRae obANCTSH COATYCTiringe

BaTHC KA3AKCTaH OOMSKCHHAS OHTYCTIK-UBFHICTAH, UBIFSCTH MEn COFalM, TYHOE OOMICTHH OHTYCTik-GameichHaa ekniHi ce
o7

27 Kapawada ATopay OO/miChiHoH O3ThiCHHAA, WBHFHICHHAR, OHTYCTIriHAE WHFHCTAH XeA COFamdl CexyHObHa 15-28 MeTp.

MBHFBICTaY OOMICHHBIH CONTYCTiK-UbFHCHHAS KOKTaWFaK Sonadbl. UbFnCTaH Xen coFads, obnwcTo OaTeicomaa, conTycTiri

AnmMaTel O0MbICHIHSH COATYCTIriHge, WwFoiCHHAS ¥aHe Tayaw, Tay SexTepingeri aynaHaapswOa XONG3apA3 KeXTaWFaK, CONTY

27 Kapawada ¥evicy ofmsiChiHsH COATYCTiriHge, Tayml xaHe Tay GexTepinge TymaH, XekTakrak Gonams."""
get_ifidf_for_words(text)

Fig. 3. Meaning of words for text according to TF-IDF of semantic analysis.



for s, score in sents_n_scores:
print(s)
print(score)
primt()

C+ TyHoe KaTTH aAs 38-35 rpamyc.
2.5

BCKEMEHOE TYHAE KaTTW aA3 33-35 rpagyc Gonams.
2.44721350954209953

TyHOE OBMEICTWH conTycTiridoe Tymad Gonags.
2.4472135954599538

ANMETH MEH KOHESETA MONOApOa KeKTakFax Gonamsl.
8.4472135095439958

Cemedne 27 ®EpaWana TYHOE KBTTo aAs 33-35 rpadyc.
2. 488245298453 8531

MaHFuICTay OOMSICHHBH CONTYCT1K - USFHCSIHOS KaxTalFaK Gonans.
8.4882452984538631

Afalt ofnseiCHHH OHTYCTiK-0aTceHas, OHTYCTIriHge, weFnceHna ®amy OypkacsH Gonams.
8.3333333333333333

Fig.4. Meaningfulness of sentences for text according to TF-1DF of semantic analysis.

We have generated this pre-text below (Figure 5-6). After testing our model, we gave it the
word "science" as an input, and we got the result, which can be seen in (Figure 5). As a result,
we studied only one scientific text, which is not of high quality. But this problem will be solved
in the future, because we have a database of more than 35 million words collected from Kazakh-
language web pages. But first, before using this data, we need to prepare our model for retrain-
ing, otherwise we run the risk of memory overflow if we feed all the data to our model.[12]
Therefore, we use the Gradient Optimization method to solve this problem. (Figure 5).

start = time.time()

states = None

next char = tf.constant(['Fenem’])
result = [next char]

for n in range(1000):
next char, states = one step model.generate one step(next char, states=states)
result.append(next char)

result = tf.strings.join(result)

end = time.time()
print(result[0].numpy().decode('utf-8'), ‘\n\n' + ' '*80)
print(‘'\nRun time:', end - start)

FolnbiMel KETKEH, CONbIHa TabbinMaiasl.

Man, mMaKkraH, ofaH pe emec ne?

Ocul exeyi MaFaw Kanai Tabapana Canambi3 eWHSPCE WHIKNL, XEepMereH Xepae KyMmap Kbimsin,
Ocuiibig, Bip dappansH xyHueni kawiper - Gopiwiw ne Ginin KypMeTTeWiH neced, xaTkaH T
Kynan taFana apHe xapattel, 6ip Typni nawpansl xuAMaK ywiH kici weiFapam Gepei kanwn,
Ocbl KyHoe Ka3ak iwivge «ici GapamsiH XeMLiCTireH HapceHl XauyaHpapAbl acbipanTyFbiH XaH
BYpbIHFL Ka3aK MaMbiH MblKTbl.

Ecke Gonbl XOoK» flered - eMepTiH Ha3a3a e31 ayeni man 1aby K pek, ManFa MiHre kanfau
0n - anna TtafanaHuH QUFLN Fasumnapinin arrapel, onapasH MarbiHaceH 6in ham ceris cué
Kepei Bonca, ypnelk xuk

Fig. 5. The result of text input to the model for generation.



In order to test how well our model is learning, we develop the prediction truth and
error metrics, which can be seen in Figure 6 below. As we can see in the figure, the
truth prediction metric has a maximum value of 0.5, which means that the sequence
of symbols does not have a high probability of placement. To increase the accuracy,
we need to retrain the model and train the model by adding new data. The x-axis here
is from 0-200, and it is known that our model consists of 4,070,247 parameters, divid-
ing those parameters by 200 and reading it, the prediction probabilities of the symbol
at each stage (Figure 6).

Accuracy (Train) Loss (Train)
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Fig. 6. Metrics indicator of the model.

The result of the adjustment model for the generation model of the Kazakh language
is as follows (Table 1). Since the model is trained using the recurrent training method,
the result of the model does not give significant semantic value, but it has the correct
structure of the word. This model has an error rate of 20 percent, which means that even
if the model cannot form a clear idea, it will write words correctly and try not to deviate
from the topic.



Table 1. The result of the adjustment model for the generation model of the Kazakh language.

Data type Example of experimental results
Input text K 5

. a3akcmaH pecnyojiuKkacel

(in Kazakh)

Kazakcran Pecmry6nxacs!, IsrreIc Eypasusana
OpHAJacKaH eNIiH O3IHIIK PecHyOIMKaNBIK JKyieciMeH
OackapbpuiaTelH MemilekeT. Kazakcran PecnyOnmkachbHBIH
eH Killi MeMJIEKEeTTIK OipJiiriH KypacTHIpYIIBl MeKeMe
[Napaament, [Ipe3uneHT xoHe ¥ITTHIK COOMEKOPIBIK CYIbL.
Kazakcran, Kasakcran sxepiHiH miekapacel, TsHb-I1lanb
TAaCMaFbIHBIH OpTaKTamMacel koHe OprTanblk Asusinga
OpHAJaCKaHBl apKbUIBI  OYpBIHFBI IIamMameH [ 'yHei
Output text Eypasusina opHanackaH OWik — ankaObuiapiblH  6ipi.
(in Kazakh) Kazakcran eninig oHrtycririnae, Coipaapus xone EcikTig
keHicririnne, Kacruit TeHizinen, XKericynan sxoHe ANTHIH
Emennen 6actan, Kaparanae! TyCiHIIriHE ACHIHTI ayMaKThI
KaMTBLIazbL.
Kazakcran PecnyOnmkacel, kep OpPBIHIBI JalBIHIBIK,
TororpadusUIBIK, KIIMMATTHIK, 9KOJIOTHSIIBIK,
OHEPKACINTIK-CAHAKTApABIH OpHAJACYBl JKOHE JKep-Kep
alfiMaKTapBIHBIH JKaTTHIFYbIHA KOMEK KOPCETY SpEKeTTepiH
XKYprizeni.
Input text

(English translation) Republic of Kazakhstan

The Republic of Kazakhstan is a country in Eastern Eurasia
governed by its own republican system. The constituent
institutions of the smallest state unit of the Republic of
Kazakhstan are the Parliament, the President and the
National Child Protection Court. Kazakhstan is one of the
high valleys located in South Eurasia, due to the border of
the land of Kazakhstan, the border of the Tien-Shan belt and

Output text ] o ]
its location in Central Asia. In the south of the country of

(English translation)
Kazakhstan, in the space of the Syrdarya and Esik, the
territory from the Caspian Sea, Zhetysu and Altyn Emel to

Karaganda basin is included.

The Republic of Kazakhstan conducts activities to assist in
the preparation of land, topographical, climatic, environ-
mental, industrial-census location and training of land-re-
gions.



Input text
(in Kazakh)

Output text
(in Kazakh)

Input text
(English translation)

Output text
(English translation)

Koponasupyc canoapwer

KoponaBupyc  cammapsl  nereHimis, CapchliMakTaH
KOMEKIIeNIeHTeH  aypynapabl aTtananbl. KopoHaBmpyc
(COVID-19), CapcpiiiMakTaH KO3FallFaH ©3repill )KaTaTblH
KOPOHABUPYCTHIH JKaHa TypiHe OaimaHbIcTl aypy. Ocbl
aypy 2019 xoutel Kutaiina maiina OonraH jxoHE OHBIH
kxoumirigae xairactel. COVID-19 okurace!l rana Kuraiina
LIBIFBIN, KEHiH COHBIMEH OailllaHBICTHI OacKa eikenepre
HKETTI.

KoponaBupyc aypycbl Tamak KayilCi3IiriH, KeTepiireH
JKacTapblH, TUa0ETIIeH, aCKa3aH CUTapeTTi KaTTaJIbIKICH,
Oyitip aypymapbiMeH, Oer-OeTmie opanbll  KaTKaH
Karmaina GaimaHeIcThIpaabl. OHIAa KONTEreH Ke3le kac,
Kol ajaMaap aypy TbIM ©Te >acachll, Adpirepiepre
MEAUIHHAIBIK KOMEK KOpCeTyl KaKeT O0JaIbl.
KoponaBupyc cangapeiablH KeOiHE KaHATTap apKbUIbI
TYBIHAAYBl, KO3KapacTap apKbUIBl  aybICybl  JKOHE
cayaTTBUIBIFBIH KOpFay YVIIIH Kajayjap KOJIZaHBUIa bl
JKaTTaThIH THTHEHA 9/IiCTEPi MEH dyeJri OpTaK Macka HOCY
apKBUIBl  KaCcaMIa3JbIKTHl KaMTaMachl3 €Ty MYMKiH.
BipHenie esikenepaeri KeprilikTi aypyxKaiiapbl KOpPbIHA

KeTepiireH COVID-19 BaKI[MHACHUIAPHI na
KOJITaHBLIAIbI.

Consequences of the coronavirus

The consequences of the coronavirus are called measles-
assisted diseases. Coronavirus (COVID-19), a disease
caused by a new type of mutated coronavirus transmitted by
Sarsylmak. This disease appeared in China in 2019 and
continued in his car. The case of COVID-19 only started in
China and then spread to other countries.

The coronavirus disease is associated with food insecurity,
elevated youth, diabetes, stomach stiffness, side effects, and
face-to-face contact. In many cases, many young people
will become very sick and need medical help from doctors.
The consequences of the coronavirus are often generated

through wings, shifting through attitudes and preferences
are used to protect literacy. Creativity can be ensured by
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practicing hygiene techniques and wearing the first shared
mask. In several regions, local hospitals stockpiled
COVID-19 vaccines are also used.

The table shows fragments of the result of generating text in the Kazakh language. You
can see not a bad result. The text is relevant to the topic and has grammatically struc-
tured sentences.

4 Evaluation and Discussion

To evaluate the quality of the algorithm for each class, we calculate the Precision and
Recall metrics separately. Precision can be interpreted as the proportion of objects
called positive by the classifier that are also truly positive, and recall indicates what
proportion of objects of the positive class the algorithm found among all objects of the
positive class. There are several different ways to combine precision and recall into a
summary quality measure. Table 2 presents the results of evaluating the quality of the
text generation model on given corpora.

Table 2. The evaluation of the obtained results of the text generation model testing in the Kazakh

language

Name of the cor-  Source Number of Recall Precision
pus characters

Health https://kitaphana.kz 2067887 61.65 69.97

Republic of Ka-  https://bankreferatov.kz 2360983 72.74 75.18

zakhstan

Historical figures https://bankreferatov.kz 6154140 69.35 73.85

For the experiment, the names of the requests were dependent on the topics and genres
of the corpora. Additionally, the requests consisted of 1 to 3 words. The average results
obtained from the testing were as follows: Recall=67.9, Precision=73. The quality of
the results is not satisfactory. During the experiment, the lowest results were observed
in text generation for the literary and scientific genres. This was due to the specific
themes and structural forms of the texts themselves. For the scientific genre, only sci-
entific articles were considered, which limited the model's learning process. To resolve
and improve the quality of the model, future plans involve increasing the quantity and
quality of the corpora. However, using all available data for the model without proper
cleaning beforehand may lead to overfitting and compromise its performance. To ad-
dress this issue, future plans involve the utilization of the Gradient Descent method to
optimize the cleaning process and enhance the model's overall performance.
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5 Conclusion

The developed model of Kazakh language text generation based on semantic analysis
presents not bad results. However, it is difficult to achieve such accuracy, which is not
100% accurate. But the more the trained information structure, the higher the result can
be achieved. Semantic analysis of the Kazakh language compared to other languages is
somewhat difficult. The lack of information and data and the complexity of the mor-
phology of the Kazakh language have a somewhat negative effect. Digital data in the
Kazakh language have been collected and supplemented. A prototype of the generation
system model for the Kazakh language was created and we trained the model on the
collected corpus. The created model was tested and discussed. Recurrent Neural Net-
works (RNNs) have been studied and discussed. Information about the linguistic re-
sources of the Kazakh language was analyzed. We focused these studies mainly on
semantics and generation. Our main task was to generate semantic text. We have de-
veloped this model. In the course of this research, corpora in the Kazakh language were
collected and models were created. According to the results of the research, search for
a text, article or text from the corpus related to the keywords you entered or searched
for, and produce the text that is close to the semantics. That is, firstly, it saves time, and
secondly, getting rid of unnecessary information. Since generation is important, it is
used in various spheres. For example: chatbot, search engines, Q&A in many compa-
nies. It allows to save the budget, reduce time, and reduce the number of workers.
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