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Abstract. In this paper authors propose a hybrid approach for semantic analysis of text re-
sources and documents in the Kazakh language. An overview and difficulties of analysis for the
Kazakh language are presented. The developed approach consists of two main parts. The first
definition of keywords (phrases) from the text, and the second, based on the data obtained, will
build an annotated summarization of the text. To implement the first part of the approach, the
TF-IDF algorithm was applied to extract keywords and phrases from texts. The cosine similarity
of the sentence data in the Kazakh language was calculated to determine the similarity. With the
help of certain similarities semantic links in the text are determined. On the basis of the data
obtained, the second part is performed - the abstraction of texts. The number of annotations di-
rectly depends on the size of the document. The linguistic corpus of the Kazakh language was
collected for carrying out experiments and calculations. A study of various approaches and a
hybrid approach for the semantic analysis of the Kazakh language was carried out. The practical
part was implemented in Python. The article presents the results of experimental calculations.
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1 Introduction

The Kazakh language belongs to the Turkic group of languages and the agglutinative
class of languages, it has a complex morphological structure and a rich semantic vo-
cabulary. Unfortunately, at the moment, the Kazakh language is a low-resource lan-
guage, which hinders the development and conduct of scientific research. For the Ka-
zakh language, the problem of semantic analysis and identification of data or facts is
relevant. There are no universal approaches and methods that allow for high-quality
semantic analysis, to identify data and facts from texts, etc.

Computer semantic analysis is closely related to the problem of text understanding
by a machine. There are many interpretations of the concept "meaning of the text" and
the task of understanding it. For example, according to D.A. Pospelov [1], the system
understands the text entered into it if, from the point of view of a person (or a group of
experts), it correctly answers questions related to the information contained in the text.
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2 Related works

There are various scientific approaches and methods for solving the problem of se-
mantic analysis for a particular language. Some of them will be presented below. Of
course, no software can replace the analysis that a human can think of. However, the
programs that are currently being developed can reduce the time spent on studying large
databases. In this regard, the work of the following programs for solving problems of
semantic text analysis is considered. Software offered by various manufacturers, such
as Semantic LLC, Tomita-parser (Yandex), Semantic Analyst JHON, SummarizeBot
API, TextAnalyst 2.0, Galaktika-ZOOM, NLP ISA Natasha »Etc. is used in different
subject areas and for different languages [2-9].

For example, "Semantic LLC" is a program for editing unstructured text. The semi-
conductor line is graphically oriented, each node is a semantic element, and the walls
represent the elements of the elements. Each attribute of a node is of great importance,
the set of attributes depends on the type of element.

Tomita Parser (Yandex) is a program that allows you to extract facts from structured
text. Separation of facts is based on context-independent grammar rules. And the pro-
gram requires a dictionary of keywords. The parser will write its own grammar.

SummarizeBot API - The web service offers a RESTful API to handle all text and
image processing tasks. It uses over 100 languages including Russian, English, Chi-
nese, Japanese, and uses machine learning technology. The current version uses the
following parameters: 1) automatically link to text; 2) Selection of keywords and con-
ceptual documents; 3) Analysis of a sample of documents and selection of material
objects and attributes; 4) Automatically detect the language of the document; 5) Ob-
taining unpublished data: the main text of articles, forums, forums, etc .; 6) Image pro-
cessing: identification and recognition of objects in images.

"TextAnalyst 2.0" - a program developed by the research and production innovation
center MicroSystems as a tool for text analysis. Text links allow you to create a seman-
tic web of comments, expressed in processed text. The request has the ability to seman-
tic search for fragments of text taking into account the semantic links hidden in the text.
Allows you to parse text by constructing a hierarchical tree / heading topics containing
text.

The scientific works [10-14] describe the basic ideas of using semantic analysis in
information retrieval systems. Various options for finding text statistics are presented,
which include counting the number of occurrences of words in documents and the fre-
quency of word contiguity, and new model architectures for computing continuous vec-
tor representations of words from very large datasets. The quality of vector representa-
tions of words obtained by various models was studied using a set of syntactic and
semantic language problems. In [15], the application of language models of a neural
network to the problem of calculating semantic similarity for the Russian language is
shown. The tools and bodies used and the results achieved are described.

The above presented software products are designed for many resource languages
such as English, Spanish. Russian, etc. Unfortunately, for the Turkic languages (Ka-
zakh, Kyrgyz, Turkish, Uzbek, etc.) there is currently no software implementation in
the open access. The disadvantage of the developed systems is that they cannot be



applied to the Turkic languages, since they are agglutinative with complex morpholog-
ical and lexical forms, and semantics dependent sentence structure.

The analysis of a huge amount of data can be simplified if we have keywords or
keyphrases that can provide us with the basic characteristics, concept, etc. of a docu-
ment. The relevant keywords and keyphrases can serve as a summary of the document
and help us easily organize documents and extract them based on their contents [16]. It
is necessary to distinguish two main approaches to solving the problem of automating
the selection of keywords and keyphrases: the assignment of keywords and keyphrases
and their extraction [17-18]. The main difference is that the first approach allows to
select only those keywords and keyphrases that are contained in some provided diction-
ary, and the second approach involves the selection of key information directly from
the text.

Keywords can be assigned manually or automatically, but the first approach is very
time-consuming and expensive. Thus, there is a need for an automated process that
extracts keywords from documents. There are ready-made software solutions to this
problem for common languages (English, Russian, Spanish, etc.), and for the Kazakh
language there are only a few and they are not in open access.

Below are some approaches and works for carrying out summarization for different
languages:

The most common is the superficial approach, which takes into account title words
and cue-words (ie, "important", "best" etc.) To extract response results [19].

The paper [20] presents automatic free text processing using material extraction us-
ing agent verification. For data processing, the Kmeans algorithm was used as a basis.

There is acommon summarization approach based on the structural removal of parts
from the text corpus. For example, the WordNet system [21].

The paper [22] presents the Cohesive Approaches, which define and consider the
cohesive relationships between concepts within the text. These include synonyms, an-
tonyms, lexical data of the language, etc.

It should be noted that at the moment one of the most popular methods of summation
is graphical approaches. Two methods can be attributed to this type: LexRank [23] and
TextRank [24].

In [25], the graph approach of summarization a text document is also presented. The
difference between this approach is that it simultaneously takes into account local co-
herence, importance, and redundancy.

The next type of approach is based on machine learning. With this approach, the
resulting document results can be transformed into a controlled or semi-controlled
learning task. This method requires big data to conduct training.

In the article [26], a new Seq2Seq model is presented for abstract and extractive
generalization. A comparative analysis of existing approaches is carried out and it is
shown that RNNs and other Seq2Seq models represent a good practical result. The main
difference of this approach is at the first-time step during encoding the sequence of
adding contextual information using the agent.



3 A semantic analysis based an algorithm for extracting
annotation and keywords

During digital technologies, given the constant growth of the volume of digital
data, an important role is played by improving the quality of information retrieval using
new semantic approaches and methods.

To work with big data, various algorithms and methods are being developed for
the machine solution of this problem, since the amount of data does not allow for man-
ual analysis. Any natural-language is complex, unique, and multifaceted in its own way,
therefore, extracting data from documents and text resources is a large and time-con-
suming work that requires preliminary processing.

This part will present a hybrid approach to the semantic analysis of text resources
and documents in the Kazakh language. The developed approach consists of two main
parts. The first definition of keywords (phrases) from the text, and the second, based on
the data obtained, will build an annotated generalization of the text.

The developed hybrid approach of semantic analysis of the text in the Kazakh lan-
guage consists of two main stages:

- identify keywords and phrases in the text;

- making semantic annotation of the text based on keywords.

For the first stage, it is necessary to prepare the text. To do this, lemmatization and
marking by morphological properties are performed on the texts. The main task of the
keyword detection algorithms is the task of finding suitable candidates, identifying at-
tributes and ranking [29].

To rank and determine the frequency, the TF-IDF (Term Frequency - Inverse Doc-
ument Frequency) indicator was used [28]. With TF-IDF, you can determine the
weights for each word relative to the entire document. The words with the highest
scores and are the main keywords of the text.

TF-1DF was calculated using the formula below

— _ "D |TS|
TF + IDF = TF(t, D) » IDF (£) = 5"~ « log (| {d:ted}l) 1)

where n.p is the number of occurrences of the word t in the target collection
D, Xk nyp is the sum of the occurrences of all words in the target collection D, |TS| is
the number of documents in all used collections, |{d: t € d}| is the number of all docu-
ments that include the word t at least once.

According to this formula, the weight of the word is calculated. The higher the
weight of a word, the higher its relative frequency of use in the collection of text. Based
on this algorithm for determining keywords and properties and linguistic resources of
the Kazakh language, a modified algorithm for extracting keywords and phrases was
developed [13].

To find the similarity of the elements (sentences) of the text and the evaluation, the
cosine similarity was applied. To calculate the cosine similarity between sentences,
you need to perform the following steps: first, you need to identify all the individual
words. Then the identification of the frequency of occurrence of these words in



sentences is formed and is defined as a vector. That is, the sentence itself will be repre-
sented as a set of vectors. Next, the cosine similarity function is applied to these vectors,
and the cosine of the angle between the vectors is subtracted. [14, 15]

x and y are sentence vectors. Their scalar product and the cosine of the angle 6 be-
tween them are related by the following relation

<x,y >= lxl|[lyl|cos (6) 2

Accordingly, the cosine distance is defined as

<x,y>
[l 1v1]

- > ?:11 XD’; (3)
(Zet) (Zie?)

Based on the data obtained from formula 3, a matrix of the similarity values of the
sentences is constructed. Next, all the offers are ranked according to the similarity
matrix. The sentences with the highest weight, which are defined by keywords or
phrases, will form the annotation of the document.

This proposed approach takes into account the grammatical properties and rules of
the Kazakh language. The next section presents the practical results of the developed
hybrid approach to semantic analysis.

Peos (X, y) = arccos( ) = arccos

N[

4 Application of approaches and experimental results

At the first stage, 2 tasks are solved: preliminary word processing; and the division
of the text into separate words and keyphrases.

The first task is language-dependent, therefore, the Kazakh language morphological
feature is taken into account here. To solve this problem, a system of complete endings
of the Kazakh language is used (through the morphological analyzer of the Kazakh
language developed on the platform Apertium [30], we perform markup of the docu-
ment), the algorithm for stemming and lemmatization for the Kazakh language [31]
(implemented in the Python3 programming language). Then, a simple approach was
used - the tokenization procedure, which helps to divide the whole text into separate
words.

The developed algorithms and approach for hybrid semantic analysis are imple-
mented using the Python programming language and NLTK libraries. To test the pro-
gram, we have prepared a marked corpus, which consists of more than 120 text docu-
ments of various sizes and topics. First, keywords and phrases with the Tf-idf metric
were defined for each text . Table 1 below shows an example of the keywords found
for texts in the Kazakh language.



Table 1. Experimental data of the obtained keywords from texts in the Kazakh language.

Keywords and keyphrases

Tf-idf metric

Document: arabazathistory.txt, Number of words in the text: 1876

Jlusan (Lebanon) 0.03753761448295349
Kerepimic (revolution) 0.014962316253101847
@pany3 (French) 0.014881951295324384
@pannus (France) 0.011384757884540301
¢paniys ykimer (the French government) 0.013168923967413456
1920 sxb1a (1920 year) 0.008728017814309411
Kericim mapr (agreement) 0.00827156782972209

Document: okushi.txt, Number of words in the text: 3450

Cabax (lesson) 0.010324737893214916
®usuka (physics) 0.006381991500464335
Aysutinapyamsuisik (agriculture) 0.003477428443091718
Mygraim (teacher) 0.003398202016653529
ceiubIn Qusnka (class physics) 0.0037965546730691483
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Fig. 1. An example of the operation of the algorithm for determining keywords and phrases (the

measure TF and IDF are shown separately).
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Fig. 2. An example of the operation of the algorithm for determining keywords and phrases (the
measure TF-IDF is shown).

Table 2 presents the practical results of the developed algorithm for determining
keywords and phrases in Kazakh texts.

Table 2. Experimental results of the developed algorithm for determining keywords for the
Kazakh language

Document's name Document Borderline Number of | Accuracy
volume coefficient keywords finding
(number of | keywords
sentences)

Sport.txt 87 3-8 8 84,31%

books.txt 79 3-8 8 84%

almaty.txt 96 3-8 8 79,5%

Psychology.txt 298 9-12 10 93,4%

2018biznesmen.txt 320 12-15 12 63,43%

computersciense.txt 415 15-17 12 95,03%

geoinformatika.txt 885 15-17 13 98,3%




Taking into account the limiting coefficient of determining keywords by the volume
of the text, the keywords and phrases are selected according to the meaning correctly
and has a not bad indicator of accuracy.

To test the operation of the developed algorithm for extracting keywords in the Ka-
zakh language, practical experiments were conducted. In practice, two approaches were
compared: the first simple summarization, the second summarization with keywords
and phrases. In the experiment, more than 120 documents in the Kazakh language with
various topics and volumes were processed. The time spent on identifying the text an-
notation directly depended on the volume of the input text. The resulting annotations
are shown in table 3.

Table 3. Examples of the work of summarization approaches for texts in the Kazakh lan-

OenrineHreH aropuT™ OoibIHINA KaObUinay,
KalTa OHZEY, CaKTay >KOHE HOTHXKE LIBIFapy
YUIiH apHajgfaH MammHa. KowmmbioTep Tek
KaHa Oarmapiamana KOpCETIreH CHI3BIKTap
MeH TycTepai EHTi3y-LIbIFapy
KYPBUIFBITapbIHBIH KOMETIMEH MEXaHHKaJIbIK
Typae kepcereni. 1946 xputbl Oy ce3fikTe
IUQPIBIK KOMIIBIOTEp, aHAIOTTHIK eCenTeyill
MaIllMHACKl JKOHE JJICKTPOHIBI KOMITBIOTED

guage.
Document: computer.txt Translate

Summa- Kommprotep (arpuImbIHINA: computer — Computer (English: com-
rization | «ecenrerimy), DEM (37eKTpOHIBIK | puter "counter"), computer
based on | ecenreyimr mammua) —  ecenreyiepai | (electronic computer) - a ma-
key- JKYprizyre, >koHe akmapaTTel aigbiH ana | chine designed to perform calcu-
words Oernrinenren anroput™ OoiisiHmia Kabbuinay, | lations, and to receive, process,
KaiiTa eHJIEY, CaKkTay >KoHe HOTWKe mbirapy | store and output information ac-

yuriH apHanran mamuna. Kommetorep meme | cording to a predetermined algo-

AIMAMTBIH ecenTepi arbUINIbIH Matemaruri | rithm. Problems that a computer

Ananom TeropuHT curatraran 6oiateiH. by | cannot solve were described by
epexmenikti anramr per 1965 xwuiel «Intel» | the English mathematician Alan
KOMITAaHWSICBIHBIH ~ OacuibiiapeiHbly  Oipi | Turing. This feature was first de-

Topmou E Myp cunarraran 6Gosarte. | scribed in 1965 by Gordon E.

Kermreren ranpiMpap KoMmibloTepai agamra | Moore, one of the leaders of In-

BIHFANIIBI OHIBIK caHay Kyiecinme skacam | tel. Many scientists have tried to

HIBIFAPYFa THIPHICTHI build a computer in a human-

friendly decimal number system

Simple KommbroTep (aFbuImibIHINA: computer — Computer (English: com-
summa- | «ecemTeriim), DEM (37eKTpOoHIBIK | puter "counter"), computer
rization | ecemreyimm wmammua) —  ecenreynepai | (electronic computer) - a ma-
JKYprizyre, >koHe akmapaTTel aigeiH ana | chine designed to perform calcu-

lations, and to receive, process,
store and output information ac-
cording to a predetermined algo-
rithm. The computer displays
the lines and colors shown in the
program only mechanically with
the help of I / O devices. In 1946,
the dictionary differentiated be-
tween the concepts of digital

TYCIHIKTepiHIH  MaFbIHACHI ~ @XBIPATHUIBI | cOmputer, analog computer and
kepcetinai. By epekienikti anFam per 1965 | electronic computer. This fea-
KBTI «Intel» xoMITaHusChIHbIH, | ture was first described in 1965
Gacuibutapeiely - 0ipi Topmor  E - Myp | by one of the leaders of Intel,
cuIarTaraH GOJIAThIH. Kommnetotepnep | Gordon E. Moore. The process

KOJICMiHI KIITper MpoIecci Je OChIHAah

of reducing the size of




JKBUIIAMIBIKIIEH OKYpIN Kenemi. AJFaIIKs!
NEKTPOHJIBIK eCENTeyilll MalluHaIap KeITe-
TeH TOHHa canMarbl Oap. Erep wmudpmbix
KOMITBIOTEpIIEpD HCKPETTI CaHABIK JKOHE
TaHOAJbIK alfHbIMaJIbUIApMEH JKYMBIC
JKacaTHIH 00Jica, aHAIOTTHIK KOMIBIOTEPIIEp

computers is going at the same
speed. The first electronic com-
puters weighed many tons. If
digital computers work with dis-
crete numeric and symbolic var-
iables, analog computers are de-

KeJII TyCeTiH MAJliMeTTep aFblHBIH y3imicci3 | signed for continuous pro-
OHJIeyTe apHaIFaH. cessing of incoming data
streams.
Document: moon.txt Translate

SHEPreTHKaHbl IaMBITYIbIH 0acThl OarbITHI,
OyJI KYH SHEPTHSCHIH JIEKTP SHEPTUSIChIHA ©3-

Summa- Bi3aiH muaHeTaMpI3fia JKOK 3aTTap/blH We need to replace things
rization | opubiH anmactelpy Kaxer. Con cebenri | that do not exist on our planet.
based on | amampmap Aiira ke3 xyripreni. Aii Toneiparsl- | That is why people look at the
key- HaH OTTET] aJl TEXHOJOTHACHI XKeperi 3epTxa- | moon. Oxygen from lunar can-
words Haynap/ja naiinananeiirad. Aiinarel osHepretu- | cer and technology have been
KaHbI JIAMBITY IbIH GacThl GareiTel. | Used in terrestrial laboratories.
Anmampapasin Adiner wrepyi — Oyn skysere | The main direction of lunar en-
ACBIPATBIH iC EKEHIH KOPCETTi ergy development. The fact that
people have mastered the Moon
has shown that it is a work in

progress
Simple TeocranoHapiplopbuTa aereHimis - Oy A geostationary orbit is an
summa- | Xepaen mamamen 35800 kM Owmiktikteri | equatorial orbit with circles atan
rization | menGepnep skBaTOpybl opOuta. Afinarsl | altitude of about 35,800 km

above the Earth. The main direc-
tion of lunar energy develop-

repry. Jlynoxom -l» ammaparel pentrex | ment is the conversion of solar
TEJCCKONBIMEH  JKaOIbIKTanFaH eai, oJ | energy into electricity.
apKpUIbl  rajakThka  apanblk  pentren | Lunokhod-1 was equipped with
coynenepiniy  y3bIHABIKTapel  ejmenai. | an  X-ray telescope, through

AnaMaapaeiH AWael urepyi — Oys okysere
acBIPaTHIH iC eKeHiH KepceTTi. XKepiH 3KoIo-
THSCHIH Ta3ajiay. ANWaH OKeJHIeH Tac-TOIbI-
PaKTHI 3epTTey OapBICHIHIA, OHIA XKep OeTiHIe
CHPEK KE3JIeCEeTiH MeTalAap/blH, MHPOKCEeH-
HiH, WIbMEHUTTIH T.0. XKepai aca 3usSHIBI
KJIABIKTap/iaH Ta3apTy HPOoOJIeMachiH LICIry
JKOJIBIH/IA, OCBI )KYMBICTA KOPCETUIIeH OarbIT,
KOHLI ayiapaThlHai epekiie OOobI OThIp

which the lengths of intergalac-
tic X-rays were measured. The
fact that people have mastered
the Moon has shown that it is a
work in progress. Cleaning the
earth's ecology. During the study
of rocks and soils brought from
the moon, they found rare met-
als, pyroxene, ilmenite, etc. In
addressing the problem of land
degradation, the direction out-
lined in this paper is particularly
noteworthy.

The table 3 shows examples of text processing using two summarization methods.
From the results obtained, it can be seen that the received annotations convey the se-
mantic concept of the text. In experiments on texts with a small volume, there were
cases when the results of the two approaches were very approximate.

Figure 3 below shows the interface of the software solution for defining text anno-
tations. The upper yellow window shows the original text in Kazakh. The total number
of words and sentences are also indicated. Further down in the yellow window, you will
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see the specific keywords and phrases that will be used in the text. The left blue window
shows the result of the simple summarization, and the right blue window shows the
result of the summarization based on keywords.
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Fig. 3. An example of the program for determining summarization (two approaches) for the
Kazakh language

Figure 4 shows the percentage of the results of the two summarization approaches.
The horizontal values show the number of words in the document. And vertically, the
percentage of the accuracy of determining the annotations of these texts. The analysis
and accuracy of the results were carried out manually by three experts (a specialist
linguist of the Kazakh language). Then the average value of the experts ' assessments
was calculated.
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Fig. 4. The percentage of the results of the two summarization approaches.
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The best result for defining the annotation of full-text documents is given by the
keyword-based summarization approach. This is because keywords are used to cover
sentences that have some meaning to the text, rather than simple introductory sentences.
The above-developed algorithms and the method of the module are interconnected and
provide an integrated approach for processing and analysis of big data in the Kazakh
language.

5 Conclusion and future work

According to the results of scientific research work, the following results were ob-
tained:

Methods and modern approaches to semantic analysis and abstraction of texts are
investigated. Taking into account the peculiarity of the grammar of the Kazakh lan-
guage, a hybrid semantic analysis of full-text documents was developed. This approach
is based on the definition of keywords\phrases and the construction of the text annota-
tion. The practical results of the text analysis show that this approach reveals the con-
textual meaning of the text. This approach can also be applied to other low-resource
Turkic languages. Because it does not require large data for processing.

In the future, it is planned to use this approach in the implementation of machine
translation and post-editing systems for Kazakh language.
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