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Abstract. A contrastive approach to term extraction is an extensive class of
methods based on the assumption that the words frequently occurring within a
domain and rarely beyond it are most likely terms. The disadvantage of this
approach is a great number of type II errors — false negatives. The cause of these
errors is in the idea of contrastive selection when the most representative high
frequent terms are extracted from the texts and rare terms are discarded. In this
work, we propose a new operationalization of the contrastive approach, which
supports the capture of both high frequent and low frequent domain terms.
Proposed operationalization reduces the number of false negatives. The exper-
iments performed on the texts of the subject domain “Geology” show promising
of proposed approach.

Keywords: Contrastive term extraction - Termhood + Mutual information * LSA

] Introduction

At
' Presen

~.,<_)mulc(jL ' the field of information extraction there are numerous methods aimed at
Aoy eex”a“lon of knowledge structures from natural language texts [1-4].
i“’l the owledge structures being extracted, the simplest ones are lists of terms

ot ];:;l ::’lf:}plex ones are domain thesauri and ontologies. All these structure are

'“”\'higuili g explicit specifications of subject domain to ellmmatc? uncertainty

b I g wuyr 5 1he‘k"0wledgc exchange between humans and applications.

»,_,,,”' SingJ “;(We focus on extraction of simple but valuable knowlcdgc structures -

« Useq by c;rd terms. Like the authors of [5], we consider dor'nam.terms to be
Yy, PEMS to describe conceptual apparatus of the domain, Lists of terms

Whera by %
I€re when it is necessary to convey in a structured compressed form
.’” lmt.,“
by g /». '\p:l)l‘lltl)‘llufl ”Uh“«\'hing Switzerland 2016
"178.3 4 4 P, Kiemen (Eds.): KESW 2016, CCIS 649, pp. 103-118, 2016.
19 4588()-&)_() '
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the semantics of a text, topic or domain. Apart from its orjg
used as building material for more complex strucftures,
Therefore, the significance of automated t'erm' extraction can
The process of automated term extract@n 1S very often ac
of validation. Validation is usually carried ou.t by c.lomai
semi-automatic mode and allows confirming or disproving thy
the words being extracted. Therefore, the authors of [6] think 0
call the words being extracted not terms but terms-candidateg}
process of validation, true domain terms will be se]ected. As a
process of validation, the output list of terms-candidates are rank
their termhood - an index defining how much a term-candid
conceptual apparatus of the domain [6, 7]. Sometimes, the pro
the process of validation, in this case the candidates which te 1hoo
specified threshold are deemed as terms. i
The problem of appropriate measuring of termhood is central
extraction. In [8], the authors present a detailed review of the ¢
and conclude that most of them measure the termhood heurist
assumptions about the character of distribution of terms in te
heuristic approaches can be accounted for the conditions
accompany the process of terms search. Both the terms
allowing to recognize terms are unknown. In work “Mathemati
noted that a clearly formulated problem must precisely specify

(o be satisfied by the unknown [9]. If such conditions cannot be s
dient to use heuristic methods. '

In this work, we stud
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 New ()[,L.Imimmli?_ulinn of Contrastive Term Extraction Approach 105
. «0il” due to their frequent occurrence in texts associated with this
. in fact they are not terms. ' '
m’this work we have to adjust 'the estimates obtained with the
- mutual information involving a special technique based on the analysis
elp-means of ". false positives. The structure of the work is as follows. Section 2
of the c;uN‘-"A“’ ic‘\\“ M' related work dealing with the method of contrastive term
presents lhc\‘ Itl\mﬂ 3 contains the necessary theoretical information advancing our
on‘\\;’:‘mm 4 describes the method being proposed‘ by us allowing to away with
u drawbacks of the contrastive approach. Section 5 presents the case-study
. | from the texts of the subject domain “Geology”. In Sect. 5, we
ions and present a plan for further investigations.

e_\'lmcli
approac h.
the existI |
on term extract1o1

formulate conclus

) Related Work

A contrastive approach is a general name of the methods revealing terms from the point
of their different occurrence within and beyond a subject domain. All these methods are
soverned by general idea of defining the termhood of words based on comparison of
their distribution in two collections: target domain and alternative. As an alternative
collection, we may use either a contrastive collection, i.e. formed from the texts of
different domains, or general collection, i.e. formed from the texts which do not refer to
dny dqmain [14]. The differences between contrastive methods are only in the ways of
Operationalization of the idea in their basis. In this case, we speak about operational-
vation-of such a fuzzy concept as termhood by means of measurable indicators or
Procedures based on the contrastive approach.
e ?:;n?i)g;e ﬁrst works cqnceming contrastiv.e tgrfrl extractiog is [15]. To evaluate
Byirdes,” Tlhlts quthors 'mtroduce a new intuitively [')ercelved' measure called
f’equencvlof . ¢ weirdness is .calculated for eagh term-candidate and is the ratio of.the
Benery é(Jllectizn oFccurrence In a target col}ectlon to the frequency of occurrence in a
and for terms — n.l or usual words, the weirdness .form.ula restores value§ close to 1,
fomy i Cl-()se vta l;es mUCh. more exceeding 1 as in thlS. case the denominator of the
Modifieq \'ariz;m (?f )}]I“ their later worlfs,' for example, in [16], tl}e authf)rs present a
OMinator t1pne ()1 ¢ formula as the initial formula develops singularity when the
v e idea of contrastive term evaluation is formed as not one but two
e, (5, - 1) the words ' ' i have a lower
“e; (2) the . rds more rarely used in the target collection must .
“Alue, b with .Ords more frequently used in the target collection must have a hlgher
it g, o "S5V that they do not often oceur in the contrastive collection or in &

0nd 0

e for, (,;-L.m p F'the target collection, The authors operationalize these statements
Metrics called by them relevance:

o0

: -
logs (2 + &Lf‘%‘)

Relevance
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106 A. Nugumanova et al.

where, f;, and f5, are relative frequencies of the word in the target and
collections, respectively; N§, is a relative number of texts of the
which this word occurs. The reduced metrics copes well with extraction
tative terms but artificially decreases the value of rare terms. 4

In [18], the authors propose a somewhat other method for evaluation ¢
on the basis of the contrastive approach. The method is based on the
TE-IDF formula according to which the weight of the word in the do
higher, the higher the frequency of its occurrence in this document and |
dispersion in the whole collection. In the new formula, which the authg
frequency-inverse domain frequency” they evaluate the weight of the wo
document but in the target collection. According to the new formula, the
word is the higher, the higher the relative frequency of its usage in targ ‘
the lower its relative dispersion in all collections:

TS| o

TF - IDF = TF(t,D) - IDF(t) = —22 . Jog (I @ iedl

> k"D

where, n, p is the number of the word 7 entry into the target collection

sum of all words entries into the target collection D, TS| is the numb ,?-
all used collections, |{d : ¢ € d}| is the number of all documents into w
enters at least once. Thus, the authors consider all words with high conce
a narrow subset of documents to be terms. For a definite part of term
a correct approach but for rare terms it is of title use.

The authors of [19] evaluate the termhood on the basis of formt
They call their variant of this formula a contrastive weight and d
which is the higher, the higher the frequency of the word usage in
and the lower the relative frequency of its usage in contrastive co

Contrastive Weight = TF(t,D) - IDF (1) = log(f") - loy

where, 7 is the frequency of the word usage in the target collection,

I

frequencies of usages of all words in all collections mcludmg
authors themselves note, the contrastive weight evaluates the ter
nificantly better than pure frequencies, however, the efficienc
mined with the help of F-measure, according to their words,
In [20], the formula of contrastive weight undergoes a ¢
authors note, the contrastive weight and similar metrics evalual
erence of terms to a domain but their prevalence. To rectify th
the authors evaluate the termhood on the basis of two indices:
and DT (domain tendency). The formula for calculation of
variant of the contrastive weight (3). Its high value indicates
of the word in the target collection compared to distribution of
collection compared to distribution of other words in this

.
%
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I A New Operationalization of Contrastive Term Extraction Approach 107
DP = logio(f® + 10) - logio | =225 4 10
= K 810\ 75 +fD (4)
! !

/0 and fP are frequencies of the word in the target and contrastive collections,

where. J; - ; :
cctively, Fre = /P + 2f7 are sums of frequencies of all terms-candidates
: ’ &N, &

sace in the target and contrastive collections, respectively.

" The formula for calculation of DT is a subdued variant of the weirdness formula,
¢ it penalizes the words, which often occur in the contrastive collections. Its high
yalue indicates the prevalent distribution of the word in the target collection compared
w0 iis distribution in the contrastive collections:

! )
DT =4 - 11 5
082(’1)le (5)

¢

resp

The measures of DP and DT are combined into one general index called dis-
ciminative weight DW. It is the product of DP and DT measures. According to the
authors” opinion, the discriminative weight possesses a differentiating ability. It pushes
up the terms which often occur in the target collection and rarely in the contrastive
wllections. However, the indices DT and DP correlate with each other quite well. For
“Xample, in our experiments, the correlation values of these indices made up 0.71-0.82.
T0 reveal the nature of this correlation, we divided all terms-candidates into 4 not
ig;ﬁe?[i“g groups depending on DT and DP; (1) the values of DT and DP are lower
ey ?\lerage;. (2) the value of DT is l.ower than average and the value of DP is not low§r
- [g‘;ag?- (3) the values of DT is not lower than average and the values of DP is
- e\":l average; (4) the values of DT and DP are not lower than average. Both
o excep[it(l)atlons and evz.iluatlons based on formula (5) showed the same resul.t: with
ems, g Cns, only chdldates.from the third and founh groups can be. re(?ogmzed. as
;r,:’rmnalidna]omspondlng to high values of DT index. Such result indicates high

4 content of DT index and redundancy of DP index.
on “with few exceptions” is not coincidental. Validation of the pro-
Iy Monstrates the fact that in the area of low values of termhood, among
;” imes in th ere veeur terms which we call rare terms. These are terms, which oceur
ity o et collection and not a single time in the contrastive collection.

d . )n () S . ) s = > . . .
'ﬁ‘vfentlan(,n Hch- terms requires the use of more distinctive instruments of

boceq | CSCTVaLi
I,:J\‘:Q meth()d de
USya

4 Wordg. the

gy 3".'5 the work |

e, emhoog, | 20] distingu.ished by the use of at once several infii(;:cs f9r

o f.n( Dp. "main; n‘[21] for this purpose, at once 3 mdxcgs are used: lom‘am

t E ._u,,, of yer o lonsensus DC and lexical cohesnon. LC, assigned for eva uau(?n

\",,_,J_’;-".' “Ollection / f f”_ns. As a result, the total evaluation of the word termhood in

3;. Ihe “'C“"Ur’c l; formed from the linear combination of the three enumerated
111 ’

! pertinence DR is the measure of weirdness generalized for

d ('(”"”. 2
collections set;

astjye
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108 A. Nugumanova et al.

freq(t, Di)
\m%(freq(t, Dj)
i

DR(t,Di) =

The measure of consensus DC allows to take into account the distrib ;
in separate documents. It is defined via normalized frcquencws P
occurrence in the documents of target collection Di and is the hig
formly the word is distributed in these collections:

DC(t,Di) = — deem brlogy

Introducing the measure of consensus, the authors emphasize its ~ "
According to their opinion, the terms which frequently occur in a gre
documents of target collection must be evaluated higher than the te
quently occur in a restricted number of documents. It should be noted
ment is completely antagonistic to heuristic used in [18]. The authors of
this interesting fact illustrating a wide interpretation of the notion “te
uncertainty in the choice of criteria of termhood.

In [23], termhood is defined not via the ratio of the word
target and contrastive collections but via the difference of their rank
the word in the collection is its position in the dictionary compil fr
the collection sorted out according to the increase in the word usage
index of the termhood expressed via the difference of word ranks in
contrastive G collections has the form:

rank(t,D) rank(t,G)

hd(,D) = =gy V(o))

where V(D) and V(G) are vocabularies of the corresponding collectit
values from —1 to 1, the value 1 corresponds to the case when the Wi
rank in the target collection and a zero rank in the contrastive coll
words allows to draw up the most representative words. However,
their approach does not allow to extract only terms.
The last work we would like to note in this number is the [24}
idea of penalties and rewards which was introduced into the b&
TF-IDF formula and proposes a new variant of this formula callét
disjoint corpora frequency™

1o 3
TF - DCF = t -
ngG 1 +log(1 +‘f§ '

where f” and f are frequencies of this word occun'eneo&
collections respectively, G is a set of all contrastive collections

The authors prove on a series of experiments that t
precision of terms extraction compared (o the values proposed
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A New Operationalization of Contrastive Term Extraction Approach 109

er of other works. They justify the use of the product in the denominator of the
ormula bY the fact that pen.alty much incrfease in a geometrical progression for each
use of the W ord in the next in turn contr.astlve collection. According to the opinion of
the authors, the termhood of words which are used few times in a great number of
contrastive collections must be evaluated lower than that of the words which are used
many times but a small number of contrastive collections.

Thus. in this review we considered 8 most interesting contrastive methods of the
ermhood value operationalization. All these methods are heuristic, i.e. based on
sssumptions concerning the character of terms distribution in target and contrastive
collections. A comparative analysis of these statements show that there take place both
coincidences of positions of different authors and grave divergences, this indicating the
presence of unsolved problems in this field.

2 nuﬂﬂ

3 Theoretical Background

The authors of [25] note that the term extraction methods based on heuristic
assumptions are often criticized for the absence of theoretical strictness. The authors
say that such criticism becomes evident when simple but important questions on the
methods of operationalization of these or those heuristics are put, for example “Why
are different bases of logarithms used in metrics?” or “Why combination of two
Weights in metric is based on their product but not their sum?”

However, popularity of using similar ad-hoc metrics can be easily explained.
.Terf”hOOd is a notion which is rather difficult to be formalized and it is easier to express
:[h With the help of heuristics captured of a set of termhood aspects only those which are

¢ most evident and available for formalization. Meanwhile, in the field of automated
“Mlraction of terms there have been developed strict statistical criteria based on
Hithemaiic] grounds of information theory and probability theory.
]nfot/lnu;:fal information refer to the number of such criteria [12]. Thc? notiop of mut}lal
‘heory \l.on goes pack to the more fundamental and morc? general notion of mliic;r.tgllamr;
Telatiye emformat‘()nal divergence, also known as the dlstar.lce of Kullback- i er o
ftropy. Informational divergence is an asymmetric measure of the distance

Clwe :
N two discrete distributions P = {p;} and Q = {qi}:

pirlio) = X pies (%)

anqd fi
Y gy 5:1 her, the base of logarithms is taken as standard val
lung 'ns being compared is ‘true’ (observable) and the s

r ng[) Th
t

. : f how
. nerefore, informational divergence may be treated as the measure O

‘ 9 " o s : . Mutual
f:'fr,rrf,;1ti()n ue” distribution diverges with the expected, approximate One Ivli) s
" digyy, *° @ Particular case of informational divergence when d1§mt?unon 3o
"on of two random discrete values X and Y and distribution Q 18

T Maroinat g0 . :
4rginal distributions of these random values [26]:

(10)

ue 2. As arule, one of
econd one is expected

B
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MI(X,Y) = D(P(X,Y)||P(X) x P(Y)} = ZLP%M'

If random values X and Y are independent, the probability of g
is equal to the product of probabilities of their marginal dist

p(x;))p(y;), then log (R”%) — log] = 0. Hence, mutual inforn
is equal to 0. Intuitively, this can be explained as follows: i
independent, the appearance of one of them does not give an;
the appearance of the other. Correspondingly, mutual informatic
measure of correlation of these values. The notion of mutual i
for two random values X,Y is closely related to the pointwis
defined for a concrete pair of outcomes (x,y) of these random value

A

px,y)
PMI(x,y) = log—-=<=—28
) = 108 20 -0
Having compared formulas (11) and (12), one may note that m
an average weighted estimation of pointwise mutual mformau va
random values X and Y outcomes: L

e

MIX,Y) = 3", p,;) - PMI(R,)

Iz -
The obtained formulas (12), (13) fit well to the %‘m*’fi‘”
extraction. To derive the fit formulas, the authors of [12] intre
shown in Table 1, and on the basis of this table they evaluate ¢
of two random values: X is the presence of the word in the docume
the document to the subject domain (see Tables 2, 3 and 4). 3
For each of the four possible outcomes presented in Table 4.

pointwise mutual information is derived on the basis of formula
is the formula for the outcome ?\d: '

e

_ . P(tAd) A/N =8
P (:\d) = s 3o @)~ @ B/N) < (@

= log

(A+B)><(A+C) y
BE.
'3‘,

Table 1. The contlngcncy table describing the distribution of W

Number of documents | In target In contrastive g
collection collection
Containing this word A 7 e
Not containing this C D
word ESANE TS, e B
Total CIASE s
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Table 2. Marginal distribution of random variable X
Outcomes lProbability
r: the dmumant contains the word i )p(t) =(A +B)/N
- the document does not contain the word 1p(j = (C+D)/N
s ) +p@ =1
Table 3. Margmal dlsmbutlon of random variable Y
Outcomes R Probability
d : the document refers to the subject domain ~ |pd)=(A+C)/N
J: the document does not refer to the subject domain | p(c_l) = (B+D)/N
L sl p(d) +p(d) =1
Table 4. Joint distribution of random variables X, ¥
Outcomes Nt Probability
i\d: the document contain the word and refers to the subject domain p(tAd) =A/N
i\d : the document does not contain the word and refers to the subject p(tAd) = C/N
domain R T s e, [
t\d : the document contain the word and does not refer to the subject | p(¢/\d) = B/N
domain
i\d : the document does not contain the word and does not refer to the p(i\d) = D/N
subject domain
2 1

The given formula allows to evaluate the amount of information carried by the fact
“fthe presence of this word in the document of the subject domain [27]. The formulas
"point wise mutual information for the other three outcomes have the following form:

3 p(t\d CXxN
Pui(i/\d) = log 3ot (/\(a')) 8D x 4+ 0C) s

: (1) b 16
PMI(r/\d>:logp(t)p(d) log(A+B)x(B+D) o

A ) D XN (17)
PMI(I/\d) = log p((_)/;( ) = log (C—I—D) x (B+D)

Th is of
> formUla of average weighted mutual information is derived on the basi

Muly (
13) and obtained values of PMI similarly:
My A N D DXxN
Slog__AXN c CUl g log D
v (AT B + = log gm—:ﬁ (€ +B)@* )
a1+ C) " NETCTD)(A+ " (18)
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112 A. Nugumanova et al.

oth formulas of mutual information

hich is carried by the word on the
m, which is best illustrated

Despite the fact that b
amount of information, W
principal difference between the
“bri ar son absence”. : :
" o d mutual informatio.

In other words, average weighte ‘mu
between the word and subject domain taking into account not of

presence in target collection (outcome #/\d) but also.abscnce :
probabilities of it presence and absence 11 contrastive collecti

7/\d, respectively). The work [12] states the following important

of the mentioned difference: pointwise mutual information 18 b

terms, while average — weighted mutual information normalizes |

using weights.
Let us consider on account O . ;
obtained with the help of pointwise mutual information, 1.e. |

what conditions formula (18) has a maximum. In the reduced |
A + C (the total number of documents and the number of do
lection, respectively) are constants as they do not depend on

Therefore, they can be ignored and function log (,Ti_ﬁ) =ia

sidered. As we speak about logarithms by base 2 (increasing funci
aspire to maximum when B/A aspire to minimum. The expression .
imum only at B = 0, i.e. when the word never occurs in contras
not matter what A equals to, i.e. to it is not important whether the
collection 50 or 10 times, evaluation of these words will be the sam
when B is not equal to 0, the value of A does not effect the term
the ratio B/A matters. For example, if the first word occurs 5
collection and 10 times in contrastive collection and the second
in target and once in contrastive collection, then the termhood of tt

be evaluated higher, since B;/A; = 10/50 > B, /A, = 1/10. ;

f what there takes place t

4 Proposed Approach

We conditionally divide all the words related to the domain into 2
frquently used, representative words of the domain to the first ¢
specific words of the domain — to the second class. For exar
geological sciences the words “geology”, “rock”, “crust” refer to
words “breccia”, “feldspar”, “columbite” — to th’e second class.
: We con.sidcr that, since the words referring to these two classes art
dnstnbgted in the domain, it is necessary to use not one but two cr
In particular, as we showed in the previous section, to extract
the average weighted mutual information fits well and for extraction Of &
worgs ~ point'wise mutual information (see Table 5) e
workf’)i(;:uu: :lll;‘d. the main drawback of the methods considered
B €y aim to combine several differently oriented metri€
£ them by multiplication or addition. Thereby, the mentioned n
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\ New Operationalization of Contrastive Term Extraction Approach 113

Table 5. The criteria used for term extraction

—

Representative words Specific words ER4%

_‘:lf‘“- i The average weighted mutual Pointwise mutual information Pp7
psed e information M/ .
Cl‘ﬂdii]ﬂﬂ of A >0, Mi = Ml”'if’
@lection 1nto MI > Ml PMI > PMIm-,
»
class ‘ —
Notation MI..;; - is a critical value of

PMI.,;, - is a critical value of
criterion PMI determined on the
basis of Student’s test at the
level of significance % = 0,01

criterion MI determined on the
basis of Student’s test at the
level of significance a = 0.0]
and the number of degrees of and the number of degrees of
freedom equal to the dimensions

freedom equal to the dimensions
of the SUbdiCtiQ“aW; = of the subdictionary.

dcompromise where it cannot be. Unlike
amethod of separate per class

recall though it will not solve
. The problem of the term &

the authors of these methods, we believe that
term capture will allow to enhance the term extraction
the problem of the term extraction precision.
Xtraction precision is that among the words of both the
st and the second class there can occur not only terms but also the words. These
NOrds are statistically distributed in the same way as terms but in fact they are not
#ms. They form a set of false positives. For example, in the target collection of texts
* geology used by us the words “geyserite” and “resort” occur only in one document
- ot a single time — i contractive collection. Correspondingly, as we noted in the
PIEVIOUS section, the both words are characterized by the maximum value of pointwise
m”“““_ information though one of them is a term and the second one is not.
3 his l\ tdused by imperfection of target and contrastive c911ections: if these col-
Ons were sufficiently full and extensive, the term “geyserite” would occur more
Onirgggiy, o oot Collection, while the word “resort” would more freqtse:fly ‘Occmtl:
Mo, ¢ %,ollectmn. Thus, after formation of both clz.xsses we ha:le thelmnm >
ase I')Uxi i “1€ ot terms from the each class. For this, let us an gzeeﬁminmaﬁon .
4 fals:\pf;-lg-] cach class under study and propose the methods for
s lives (see Table 6). -
;uq:,‘k' Ollow from thig table, to Zecognize false terms among specific words, it is nol
oy, © have only information on indices of word occurrence. More extensive
-'-':!Aat;r_,n i ne A . he indices of occurrence of
Morg o . needed and we can gain it using, apart from t

“ently in tar

s, spary : in [28] that
bagy;, . Ndices of their co-occurrence. This idea is not new. It l\:e noled_ oflzmtysis
of r,. Hally the IMPOrtanc ‘ i idate is determined on basi

R it ig g portance of a term-candi

' term-candidate is
ider “ed 10 the other words of the text or collection. A other
o, '."_M ' have 4 large weight if it is related to either a large m )
Iy -:%'1"“?" U lerms-candidates which themselves have'a lm.gean.d c:midﬂﬂw'
M., 0Tk ve like the authors of [29], are guided by o id%‘qm words. The
ey, Malriy an instrument for measuring the relations

ocessing of this matrix. At
work is the method of construction "‘dmch are dn:ew of target
U matry “documents-terms” the rows of w

'l"l 1
; ""i’ ["lf
e f.
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Table 6. The reasons of false alarms and how to resolve them

Class | Representative words Specific words
The cause of The word is often found in the target | The word is rare i
false alarms collection (A >> 0), but it is quite collection (B

common and contrasting collection rarely found i
(A~B) collection (B
| Uncertainty type % Uncertainty ,
Result The ratio A/B did not limited to the The ratio B/A is ¢
top terms and limited to a certain very close to 0
g ' threshold value for not Reyi | ~and not for the t
Recognition It is to verify the conditions of Stepping outside o
method of A/B < R.yir, where Reyir —1is a critical analysis.
false value of criterion A/B determined
detection on the basis of Student’s test at the
level of significance o = 0.01 and
the number of degrees of freedom
equal to the dimensions of the
subdictionary.

collection and the columns are extracted specific and representati
subject this matrix to the operation of singular decomposition to get

rarity. ¥
And only after that we go on to formation of the matrix “terms-t
matrix “documents-terms” each term is a vector-column, the sem

any two terms can be treated as closeness or distance between vector

these terms using a cosine measure: o

~J|

7
i

~

ry = cos(Tiy T) = 7

where T;, T; are vector-column of the matrix “documents-ic T
and j-th terms, respectively, (i, j run over the whole list of
closeness, an element of the matrix of semantic relations. " |
the first quadrant of Cartesian coordinates allows to state that m:
of closeness between terms is equal to 1 and minimum pos ‘
we are only interested in the strongest and stable relations, we W
the value of closeness lower than a certain threshold. For eact
evaluate the number of strong relations with other words and

than a certain threshold value, we will consider this spec
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5 Experiments

To conduct the experiments, we used the textbook on general geology [30]. We divided
A1 chapters of the textbook to documents and executed the necessary operations on
preparation of target collection (i.e. tokenization and lemmatization). Table 7 shows
wepresentative words of the domain “Geology™ among which there are both terms and
non-terms.

Table 7. Table of representative terms in the domain “Geology”

Ne | Word Value MI | Value A/B | Term
1 | rock 0,552 6,15 Yes
2 | chapter 0,524 2,60 No
3 | surface 0,495 513 Yes
4 | process 0,436 3,34 Yes
S geological | 0,402 5,78 Yes
6 mountain 0,398 4,44 Yes
7 temperature 0,353 5,64 Yes
8 terrestrial | 0,345 4,32 Yes
9 | education | 0345 | 4,32 Yes
10 dynamics 0,344 5,73 Yes
L1 | result 0,13 2,60 No
12 | name 0,136 (304  |No
13| structure 0,136 3,04 No
14 | material 0,126 2,27 No
15 | condition 0,125 241 No
16 | lithosphere | 0,103 4,17 Yes

he decis;
, isi il . .
Z‘L“dt ON {he h(:: " nclusion of the word into the class of representative words was
mﬁ"'. on mc‘[;“'““' MI, it had to be higher than the critical value 0.0192, and the
Critic Mhood was made on this basis of value A/B, it must be higher than

both - Value 3
termg o > 1447, Table 8 presents specific words among which there are also

he do.: . NON-termg.

15ion on j :
4 N nelug g : ;
Yith g, > Value p lusion of the word into the class of specific words was made on

e My o 0',;,',‘9';"1‘?‘ be higher than the critical value 0.9449, and the words
bt o ]“ﬂt‘nluli"ﬁ W()rdg()l("jrnm e"!ef the class (they were already included into the
I.;rI h‘”ur.m; Nmbey of rei' l he d.ecmlon on the termhood of words was taken on the
0 o5 e g o 1S, it had 10 e higher than the threshold value 30
e gy Urthey Wolkgis the way to estimate this value not empirically and, most

o ord “mminwm deal with it 1t is interesting that when our method
' the Worg “}:( 8 A specific term we were puzzled. However, later, we
L T ’".lh I8 a4 specific geological term meaning a lump or a plece

CCifje f("’mg' “ruption in a liquid or plastic state from the crater and

' the courge of flying and solidification in air,
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Table 8. Table of specific terms in the subject ¢

No|Word | Value PMI | Value B/A | Number of stre
1 | bomb 1 0 136

2 | bombardment |1 0 L

3 | breccia 1 0 |14

4 | storm 1 0 W

5 | bay 1 0 _188 8

6 | vector 1 0, PR

7 | hematite 1 0 45 4
8 | hydrohematite | 1 0 54

9 | abundance 1 0 2

10 | feldspar 1 i 66

11| squid I 0 9 - o
12 | stone 1 i N, 29

13| reed 1 o 13 .
14 | resort 1 " ,.(.)_,‘. ﬁ“——_S_m

IS | resort 1 0 27
Sojsnraen - Sl L =

Thus, from 1033 representative words were selected 617 rfz;i :
words were selected 1266 terms. This once again confirms

[11] that the conceptual apparatus of the domain is formed
tative terms as by specific terms.

6 Conclusion

The mai.n problem of the existing methods of automatic term u
cont{'a.stmg approach is the need to find a compromise be
precision. Usually the choice of heuristics for the term selection
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