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REMOTE SENSING AND ELEMENTS OF DIGITAL
IMAGE PROCESSING

Byl jKepie KAUIBIKTHIKTAH 30HATAYb! GENCCHL KIHC GEACCH/I eMeC KeHICTIKTIK MajliveTTepili TaiayFa Kolany yuiin, Geifneepai xxunakrayan xKoue ap
TYpii ofticTepAiN KOMeriMen naijananymibl KIacCH(PUKALIACEIH ABIH-AlIA OHALY JKIHC MHKCCNb-0araapaay Kar1aHbita cunarTanast. belineni ammpin-ana
al-meyre CAaHIBIK TAUIAY KE3IHACTT KTacCHDHKALNAA AKAKCE! HOTHKECIHE Ty YIIIH TY3eTy jKaHe xKaKcapry Kipeai. Bakbuianathis skaHe GakpLianbaiiThis 91icTep |

IMACKIH KOII1aHy caf 18 DalIaHkICThI 60/1ybl MYMKIH. ByFaH KapaMacTaH KAINBIKTLIKTAH 30HATAY GSTKI KaGarieH, aHbIKIay GOHBIHLIA, OCH!
cananarsl ALIBIHFbI DUTIMIHE KAJKET eTTieli-aK CeHIMAITIK HeHTeHin TBIH K KONJIaRy HOTHXKECiH Oaranayra MyMKIiHJIK OepeTid ceHimMaitik
JEHTeifin KepeeTei.

Craresi pACCMATPHBACT HCTOPHIO CO3AAHHS NIEPBBIX AHATIOTOB AMCTAHIFIONHOTO 30HAMPOBAHIA H PA3BUTHA TOTO HANPABJICHH, IIABHBIM IIPEHMYIECTBOM
KOTOPOro ABJseTCs OObACHEHHE TOrO (aKTa, 4TO JAHCTAHUHOHHOC 30HMPOBAHHE SBJISETCA CPEICTBOM IONyYeHHs HHMOpMALMH Ge3 (PU3MIECKOr0 KOHTAKTA ¢
OOLEKTOM, HTO 0YeHb oblieryaet paGory, b OTIHHHE OT uaﬁ'uoneuun Ha MecTe. B cTaThe 0OBACHSIOTCS HTankl Pa3BHTHA JUCTAHIMOHHOTO 30HMPOBAHHS K €r0
(yHKIMH, HAYMHAA C TIPEIBAPHTENLHOH 06paboTKH, CraThs 110Ka3bIBAET COCOOb! AMCTAHLUMOHHOTO 30HAMPOBAHNA i
TIPSHMYIICCTBA HCMOB30BAHMS HTOIO METOAA NP LH(POBOH oSpaéonce H306paKeHuii.
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The modern discipline of remote sensing arose with the
development of flight. The balloonist G. Tournachon made
photographs of Paris from his balloon in 1858. Messenger
pigeons, kites, rockets and unmanned balloons were also
used for early images. With the exception of balloons, these
first, individual images were not particularly useful for
map making or for scientific purposes. Systematic aerial
photography was developed for military surveillance and
reconnaissance purposes beginning in World War I and
reaching a climax during the Cold War with the use of
modified combat aircraft such as the P-51, P-38, RB-66
and the F-4C, or specifically designed collection platforms
such as the U2/TR-1, SR-71, A-5 and the OV-1 series
both in overhead and stand-off collection. A more recent
development is that of increasingly smaller sensor pods such
as those used by law enforcement and the military, in both
manned and unmanned platforms. The advantage of this
approach is that this requires minimal modification to a given
airframe. Later imaging technologies would include Infrared,
conventional, Doppler and synthetic aperture radar [1].

Remote sensing is the acquisition of information about
an object or phenomenon without making physical contact
with the object and thus in contrast to on-site observation.
Remote sensing is used in numerous fields, including
geography and most Earth Science disciplines (for example,
hydrology, ecology, oceanography, glaciology, geology):
it also has military, intelligence, commercial, economic,
planning, and humanitarian applications.

In current usage, the term «remote sensing» generally
refers to the use of satellite- or aircraft-based sensor
technologies to detect and classify objects on Earth,

including on the surface and in the atmosphere and
oceans, based on propagated signals (e. g. electromagnetic
radiation). It may be split into «active» remote sensing
(i. e, when a signal is emitted by a satellite or aircraft
and its reflection by the object is detected by the sensor)
and «passive» remote sensing (i. e., when the reflection of ‘
sunlight is detected by the sensor).
Preprocessing functions involve those operations that
are normally required prior to the main data analysis and
extraction of information, and are generally grouped as
radiometric or geometric corrections. Some standard
correction procedures may be carried out in the ground
station before the data is delivered to the user. These
procedures include radiometric correction to correct for
uneven sensor response over the whole image and geometric
correction to correct for geometric distortion due to Earth’s
rotation and other imaging conditions.
Radiometric correction is a preprocessing method to
reconstruct physically calibrated values by correcting the
spectral errors and distortions caused by sensors, sun angle,
topography and the atmosphere. Picture | shows a typical
system’s errors which result in missing or defective data
along a scan line'.
Dropped lines are normally corrected by replacing the
line with the pixel values in the line above or below, or with
the average of the two. ‘
Geometric corrections include correcting for geometric
distortions due to sensor Earth geometry variations, and
conversion of the data to real world coordinates (e. g.
latitude and longitude) on the Earth’s surface. The
systematic or predictable distortions can be corrected by

‘Ravi P. Gupta (1991). Remote Sensing Geology. — Springer-Verlag Berlin Heidelberg.
’Swain P.H., Davis D. (eds) (1978). Remote Sensing: the quantitative approach. — McGraw Hill, New York Internet.
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de measured from a map). Polynomial equations
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dinates, using first and second order transformation.
coefficients of the polynomial are calculated by the
uare regression method, that will help in relating
oint in the map to its corresponding point in the image:
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le ground age enhancement is conversion of the original
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rect for ature extraction or image interpretation. It is useful
jeometric nine the image Histograms before performing any
0 Earth’s e enhancement. The x-axis of the histogram is the range
e available digital numbers, i. e. 0 to 255. The y-axis
lethod to number of pixels in the image’ having a given digital
cting the nber. Examples of enhancement functions include:
un angle, = contrast stretching to increase the tonal distinction
a typical een various features in a scene. The most common
tive data s of enhancement are: a linear contrast stretch, a
ar contrast stretch with saturation, a histogram-
icing the alized stretch;
f,or with ~» filtering is commonly used to restore imagery
avoiding noises to enhance the imagery for better
eometric rpretation and to extract features such as edges and
ons, and lineaments. The most common types of filters: mean,
B g dian, low-, high pass, edge detection.

ce. The
icted by

- Image transformations usually involve combined
ocessing of data from multiple spectral bands.

Arithmetic  operations (i.e. subtraction, addition,
multiplication, division) are performed to combine and
transform the original bands into «new» images which
better display or highlight certain features in the scene.
Some of the most common transforms applied to image
data are: image rationing: this method involves the
differencing of combinations of two or more bands aimed
at enhancing target features or principal components
analysis (PCA). The objective of this transformation is
to reduce the dimensionality (i.e. the number of bands)
in the data, and compress as much of the information in
the original bands into fewer bands.

Information extraction is the last step toward the
final output of the image analysis. After pre-processing
the remotely sensed data is subjected to quantitative
analysis to assign individual pixels to specific classes.
Classification of the image is based on the known and
unknown identity to classify the remainder of the image
consisting of those pixels of unknown identity. After
classification is complete, it is necessary to evaluate its
accuracy by comparing the categories on the classified
images with the areas of known identity on the ground.
The final result of the analysis consists of maps (or
images), data and a report. These three components
of the result provide the user with full information
concerning the source data, the method of analysis and
the outcome and its reliability. There are two basic
methods of classification: supervised and unsupervised
classification. In supervised classification, the spectral
features of some areas of known land cover types are
extracted from the image. These areas are known as the
«training areas». Every pixel in the whole image is then
classified as belonging to one of the classes depending
on how close its spectral features are to the spectral
features of the training areas. Picture 2 shows the scheme
of supervised classification®.

Training Stage. The analyst identifies the training
arca and develops a numerical description of the spectral
attributes of the class or land cover type. During the training
stage the location, size, shape and orientation of each pixel
type for each class is determined.

Each unknown pixel in the image is compared to the
spectral signatures of the thematic classes and labeled
as the class it most closely «resemblesy digitally. The
most commonly mathematical methods can be used in
classification are the following:

Lp:::"-)mgo (6] Thematic map
==
=]
==
. |
e = R
" iwiw

Pic. 2. Scheme of supervised classification.

MR

Shttp:/lipwww.gsfc.nasa. gov/IAS/handb
Shtlp:/www.satimagingcorp.com/gallery. html

k_htmls/chapterl/chapterl.himl

Fopuwtit sicypuan Kazaxcmana Nel0’ 2017



14

[eonesi

» Minimum Distance: an unknown pixel can be
classified by computing the distance from its spectral
position to each of the category means and assigning it
to the class with the closest mean.

= Parallelpiped Classifier: each class the estimate
of the maximum and minimum intensity in each band
is determined. The parallelpipedare constructed as to
enclose the scatter in each theme. Then each pixel is
tested to see if it falls inside any of the parallelpiped and
has limitation. A pixel that falls outside the parallelpiped
remains unclassified.

= Maximum Likelihood Classifier. An unknown
pixel can be classified by calculating for each class, the
probability that it lies in that class.

In unsupervised classification, the computer program
automatically groups the pixels in the image into separate
clusters, depending on their spectral features. Each cluster
will then be assigned a land cover type by the analyst.
This method of classification does not utilize training
data. This classifier involves algorithms that examine the
unknown pixels in the image and aggregate them into a
number of classes based on the natural groupings or cluster
present in the image. The classes that result from this type
of classification are spectral classes. There are several
mathematical strategies to represent the clusters of data in
spectral space. For example:IsoData Clustering (Iterative
Self Organising Data Analysis Techniques). It repeatedly
performs an entire classification and recalculates the
statistics. The procedure begins with a set of arbitrarily
defined cluster means, usually located evenly through

the spectral space. After each iteration new means a
calculated and the process is repeated until there is som
difference between iterations. This method produce
good result for the data that are not normally distributel
and is also not biased by any section of the image. Th
other one is Sequential Clustering. In this method th
pixels are analysed one at a time pixel by pixel and lin
by line. The spectral distance between each analysed pixe
and previously defined cluster means are calculated. If th
distance is greater than some threshold value, the pixe
begins a new cluster otherwise it contributes to the neares
existing clusters in which case cluster mean is recalculated
Clusters are merged if too many of them are formed b
adjusting the threshold value of the cluster means [2, 3].

A supervised classification is based on the value of thi
single pixel and does not utilize the spatial informatio
within an object. Because of the complexity of surfac
features and the limitation of spectral information, th
results of traditional classification methods (pixel-based
are often mistaken, even confusion classification. Noy
a days we have some new methods based on the grouj
of pixel. Segmentation is a process by which pixels
are grouped into segments according to their spectr
similarity. Segment-based classification is an approacl
that classifies an image based on these image segments
One of the process of segmentation employs a watershel
delineation approach to partition input imagery based o
their variance. A derived variance image is treated as¢
surface image allocating pixels to particular segment
based on variance similarity (IDRISI TAIGA).

il )osLeruu, noxTopa Texnuueckux nayk T.K. KanniGexos
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