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# Numerical solution of the continuation problem for the one-dimensional acoustics equation 

Janar Askerbekova, Syrym Kasenov, Almas Temirbekov, Aigerim Tleulesova<br>D.Serikbaev East-Kazakhstan Technical University, Ust-Kamenogorsk, Republic of Kazakhstan, ask-janar@mail.ru<br>Al-Farabi Kazakh National University, Almaty, Republic of Kazakhstan, syrym.kasenov@gmail.com<br>Al-Farabi Kazakh National University, Almaty, Republic of Kazakhstan, almas_tem@mail.ru<br>Al-Farabi Kazakh National University, Almaty, Republic of Kazakhstan, aigerim1985_06@mail.ru


#### Abstract

Currently, one of the most difficult areas of research in applied mathematics is the inverse problem for wave propagation with an important field of application in geophysics and medicine [1-5]. Of course, solving the inverse problem requires a very efficient and very accurate tool for solving the corresponding forward problem, which means, in our case, numerical simulation of the propagation of acoustic and elastic waves in inhomogeneous media [6-9]. Consider the continuation problem in the domain $\Delta\left(L_{x}\right)=\left\{(x, t): x \in\left(0, L_{x}\right), t \in\right.$ $\left.\left(x, 2 L_{x}-x\right)\right\}$ : $$
\begin{align*} v_{t t} & =v_{x x}-r(x) v  \tag{1}\\ v_{x}(0, t) & =\phi(t)  \tag{2}\\ v(0, t) & =f(t) \tag{3} \end{align*}
$$

This work presents the continuation problem for one-dimensional equations of acoustics. One such ill-posed problem is the continuation problem. The continuation problem is based on finding the value of the desired function in the rest of the boundary using additional data in a certain part of the boundary. In this paper, we construct a finite-difference scheme for this inverse problem and find an unknown function on the characteristic from this difference equation by inverting the difference scheme. The effectiveness of this method lies in a simple and accurate fast calculation algorithm.


Keywords: Numerical methods, inverse problems, continuation problem.
2020 Mathematics Subject Classification Numbers: 65M32, 65N21, 49N45.
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# On the ubique solvability of a multipoint boundary value problems of functional differential equations with a conformable derivative 

Kairat Usmanov, Kulzina Nazarova
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#### Abstract

It is known that one of the special cases of integro-differential equations is the so-called differential equations of fractional order. One of the variants of the fractional derivative, the so-called "conformable derivative", was introduced in [1]. In this paper, a multipoint boundary value problem for systems of functional differential equations with a conformable derivative $$
\begin{align*} T_{\alpha} x(t)+A T_{\alpha} x(T-t)= & \sum_{k=1}^{N} \int_{0}^{a} \phi_{k}(t) \psi_{k}(s) x(s) d s+f(t), \quad t \in[0, T], x \in R^{n},  \tag{1}\\ & \sum_{i=1}^{m} B_{i} x\left(\theta_{i}\right)=d, d \in R^{n}  \tag{2}\\ 0= & \theta_{0}<\theta_{1}<\ldots<\theta_{m-1}<\theta_{m}=T, \end{align*}
$$ is considered in the segment, $[0, T]$, where $0<\alpha<1$, the matrix $K(t, s)$ is continuous in $[0, T] \times[0, T], f(t)$ is an $n$-dimensional vector function continuous in $[0, T], \mathrm{A}$ is a symmetric matrix, $B_{i}, i=\overline{1, m}$ are constant matrices of $n \times n$ dimension. Using the property of an involutive transformation, the problem is reduced to a multipoint boundary value problem for integro-differential equations. Further, the parametrization method proposed by Professor D. Dzhumabaev [2] is applied to the obtained problem, i.e. the segment under consideration is divided into parts and the values of the desired function at the points of the partition are denoted by a special parameter. Using this parameter, it is possible to transfer to new variables and to obtain initial conditions for the original equation. Determining the unique solution of the Cauchy problem and substituting the resulting solution into the boundary conditions, we obtain a system of linear equations with respect to the introduced parameters. Thus, a connection is established between the reversibility of the matrix of the resulting system and the unique solvability of the original multipoint boundary value problem. This research is funded by the Science Committee of the Ministry of Education and Science of the Republic of Kazakhstan Grant No. AP09259137.


Keywords: System of functional differential equations, parametrization method, multipoint boundary condition, unique solvability.
2020 Mathematics Subject Classification Numbers: 45J05, 45B05, 34K28.
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# Qualitative Properties of One Second Order Differential Equation 

Kordan Ospanov

L.N. Gumiliov Eurasian National University, Nur-Sultan, Kazakhstan, ospanov_kn@enu.kz


#### Abstract

The work is devoted to the study of the following singular differential equation: $$
\begin{equation*} L_{0} y=-s(x)\left(\rho(x) y^{\prime}\right)^{\prime}+r(x) y^{\prime}+q(x) y=f(x) \tag{1} \end{equation*}
$$ where $x \in R=(-\infty,+\infty)$, and $f \in L_{2}(R)$. We will assume that $s$ and $\rho$ are twice continuously differentiable, $r$ is continuously differentiable, and $q$ is a continuous functions. The equation (1) is singular in the sense that


 its coefficients, generally speaking, can be unbounded functions.We denote by $L$ the closure in $L_{2}(R)$ of the differential operator $L_{0} y=-s(x)\left(\rho(x) y^{\prime}\right)^{\prime}+r(x) y^{\prime}+q(x) y$, with $D\left(L_{0}\right)=C_{0}^{(2)}(R)$.
The function $y$ is called a solution of equation (1) if $y \in D(L)$ and $L y=f$.
The purpose of this work is to obtain conditions on the coefficients under which
(a) there exists a solution $y$ of equation (1) for any $f \in L_{2}(R)$,
(b) the solution $y$ of equation (1) is unique,
(c) the following, so-called, coercive estimate holds for $y$ :

$$
\begin{equation*}
\left\|s\left(\rho y^{\prime}\right)^{\prime}\right\|_{2}+\left\|r y^{\prime}\right\|_{2}+\|(1+|q|) y\|_{2} \leq C\left(\|f\|_{2}+\|y\|_{2}\right) \tag{2}
\end{equation*}
$$

where $\|\cdot\|_{2}$ is the norm in $L_{2}(R)$.
In addition, we present the application of estimate (2) to find of one property of the resolvent $L^{-1}$.
If $r=0$, then (1) is the Sturm-Liouville equation. In this case the estimate (2) was stadied by B. Everitt and M. Giertz (the case of smooth $q(x)$ ), M. Otelbaev, K.Kh. Boimatov (the case of nondifferentiable $q(x)$ ) and others. In the case $s(x)=\rho(x)=1$, and $r$ is a weakly oscillating function that does not obey the coefficient $q$, the estimate (2) was obtained in [1].

In contrast to these works, we discuss the case where the higher coefficients $s(x)$ and $\rho(x)$ can grow near infinity independently of each other and of $r(x)$ and $q(x)$.

Keywords: Differential equation, generalized solution, maximal regularity.
2020 Mathematics Subject Classification Numbers: 34A30, 34C11, 34L05.
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# On the solvability of an initial-boundary value problem for a nonlocal hyperbolic equation 
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#### Abstract

This work is devoted to the study of the solvability of the initial-boundary value problem for a hyperbolic equation with involution. In the problem under consideration, the order of the boundary operators exceeds the order of the equation. Theorems on the existence and uniqueness of the problem solution under study are proved. The problem is studied by the Fourier method and the explicit form of the solution of the problem is built in the form of a series. According to the classification given in A.M. Nakhushev's book [1], nonlocal equations include equations in which an unknown function and its derivatives appear, generally speaking, for different values of the arguments. Among nonlocal differential equations, a special place is occupied by equations in which the deviation of the arguments has an involutive character. A mapping is usually called an involution if $I^{2}=E, E$ - is the identity mapping. To date, for differential equations with various types of involution, the well-posedness of boundary and initial-boundary value problems, the qualitative properties of solutions and spectral questions, as well as inverse problems for heat equations and their fractional analogs, have been studied quite well. Let $\Omega=\{(x, t): 0<x<p, 0<t<T\}, a_{0}, a_{1}$ - be some real numbers. In this paper, we have studied the following problem $$
\begin{gather*} u_{t t}(x, t)-a_{0} u_{x x}(x, t)-a_{1} u_{x x}(p-x, t)=f(x, t),(x, t) \in \Omega,  \tag{1}\\ u(0, t)=u(p, t)=0,0 \leq t \leq T  \tag{2}\\ u_{t}^{(k)}(x, 0)=\varphi_{k}(x), u_{t}^{(k+1)}(x, 0)=\psi_{k}(x), 0 \leq x \leq p, \tag{3} \end{gather*}
$$ where $k \geq 1, f(x, t), \varphi_{k}(x)$ and $\psi_{k}(x)$ predefined functions. Note that problem (1)-(3) in the case $a_{0}=1, a_{1}=0$ was studied in [2]. For problem (1)-(3) theorems on the existence and uniqueness of the solution are proved. This research is funded by the Science Committee of the Ministry of Education and Science of the Republic of Kazakhstan (Grant No. AP09259074).
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#### Abstract

The work is devoted to the study of solvability of direct and inverse problems for a two-dimensional parabolic equation with involution. The studied problems are solved by reducing them to direct and inverse problems for classical two-dimensional differential equations of parabolic type. On the basis of well-known theorems obtained for auxiliary problems, theorems on the existence and uniqueness of the solution of the studied problems are proved. The explicit form of solutions of the studied problems is constructed in the form of a series. In this paper, using mappings of the involution type, we introduce a nonlocal analogue of the two-dimensional Laplace operator and consider the corresponding two-dimensional differential equation of parabolic type with involution. For this equation, the direct and inverse problems of finding the factors of the right-hand side, depending on the spatial variables, are studied. It should be noted that considered problems for the classical case were studied in [1]. This research is funded by the Science Committee of the Ministry of Education and Science of the Republic of Kazakhstan (Grant No. AP08855810).
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#### Abstract

The paper considers the parallel algorithm for solving the inverse problem of identifying the time-dependent right-hand part of a time-fractional diffusion equation. After discretization and approximation of the auxiliary loaded equation, the problem is reduced to a system of linear algebraic equations with a large tridiagonal matrix. On the basis of the parallel sweep method, a parallel algorithm is implemented for multicore processors.
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This work considers the parabolic partial differential equation with time-fractional derivative

$$
\frac{\partial^{\alpha} U(x, t)}{\partial t^{\alpha}}=a(x) \frac{\partial^{2} U(x, t)}{\partial x^{2}}+b(x) \frac{\partial U(x, t)}{\partial x}+c(x) U(x, t)+f(x, t)
$$

where $U(x, t)$ is the unknown function, $a(x), b(x), c(x)$ are known coefficient functions, $0<\alpha<1$ is the parameter defining the fractional order of the time derivative, $f(x, t)$ is the right-hand part function. The derivative $\partial^{\alpha} U(x, t) / \partial t^{\alpha}$ is the Caputo fractional derivative [1].
The problem is on the space interval $0 \leq x \leq \ell$ and time interval $0 \leq t \leq T$. The boundary conditions and the initial condition are

$$
U(0, t)=g_{1}(t), \quad U(\ell, t)=g_{2}(t), \quad U(x, 0)=g_{0}(x),
$$

where $g_{0}(x), g_{1}(t), g_{2}(t)$ are the given functions.
We consider the inverse problem, which consists in finding the unknown function $U(x, t)$, as well as, the right-hand part $f(x, t)$. Assume that the function $f(x, t)$ has the form $f(x, t)=\eta(t) \cdot \psi(x)$, where $\psi(x)$ is a known function and $\eta(t)$ is the sought time-dependent function. To find this function, we use the idea [2] of introducing the a priori information about the solution in some inner spatial point $0<x^{*}<\ell$

$$
U\left(x^{*}, t\right)=\varphi(t) .
$$

Then, the inverse problem may be formulated as the initial boundary problem for the auxiliary loaded equation. After discretizing space and time on a uniform grid and approximating the equations using an implicit finite difference scheme, the problem is reduced to a system of linear algebraic equations with a large tridiagonal matrix. To solve it, this work uses the parallel sweep algorithm [3].
The parallel algorithm is implemented for multicore processors. Numerical experiments were carried out to evaluate the efficiency of parallelization.
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#### Abstract

In this paper we consider a class of degenerate elliptic equations with arbitrary power degeneration. The issues about the existence, uniqueness, and smoothness of solutions of the semiperiodic Dirichlet problem for a class of degenerate elliptic equations with arbitrary power degeneration are studied. The two-sided estimates for singular numbers (s-numbers) are obtained. Note that estimates of singular numbers (s-numbers) show the rate of approximation of the found solutions by finite-dimensional subspaces. Here we also obtain estimates for the eigenvalues. The results of this work are close to those of M.B. Muratbekov [1-2], where differential operators of mixed and hyperbolic types were investigated. In contrast to the above papers, here we investigate previously unconsidered degenerate elliptic equations with an arbitrary power-law degeneracy on the degeneracy line. Let $\Omega=\{(x, y):-\pi<x<\pi, 0<y<1\}$. Consider the following problem $$
\begin{gather*} L u=-k(y) u_{x x}-u_{y y}+a(y) u_{x}+c(y) u=f(x, y) \in L_{2}(\Omega),  \tag{1}\\ u(-\pi, y)=u(\pi, y), u_{x}(-\pi, y)=u_{x}(\pi, y)  \tag{2}\\ u(x, 0)=u(x, 1)=0 \tag{3} \end{gather*}
$$


where $a(y), c(y)$ are piecewise continuous functions in $[0,1], k(y)>0$ as $y \in(0,1]$ and $k(0)=0$. Let $C_{0, \pi}^{\infty}(\bar{\Omega})$ is a class of infinitely differentiable finite functions in $\bar{\Omega}$ and satisfying the conditions (2)-(3).
Closure of the operator L by the norm of $L_{2}(\Omega)$ we also denote by L .
Theorem Let $a(y), c(y)$ are piecewise continuous functions in $[0,1]$ and satisfying the conditions

$$
i)|a(y)| \geq \delta_{0}>0, c(y) \geq \delta>0
$$

Then for the eigenvalues of $L^{-1}$ the following estimate

$$
\left|\lambda_{k}\right| \leq \frac{c \cdot e^{\frac{1}{2}}}{k^{\frac{1}{2}}}, k=1,2,3, \ldots
$$

holds, where $\lambda_{k}$ are the eigenvalues of the operator $L^{-1}$.
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#### Abstract

In the functional space $W_{2}[-1,1]$, we consider the eigenvalue problem of the loaded differential operator


$$
\begin{equation*}
L_{1} y=y^{\prime}(t)+\lambda y(-1) \Phi(t)=\lambda y(t), \quad-1 \leq t \leq 1 \tag{1}
\end{equation*}
$$

with the boundary value condition

$$
\begin{equation*}
y(-1)=y(1) \tag{2}
\end{equation*}
$$

where $\Phi$ is a function with bounded variation and $\Phi(-1)=\Phi(1)=1, \lambda \in \mathbb{C}$ is a spectral parameter. It is required to find the complex values $\lambda$ for which the operator equation (1) has non-zero solutions. One of features of the considered problem, adjoint to (1)-(2), is the spectral problem with occurrence of the spectral parameter $\bar{\lambda}$ into the boundary value condition with the integral perturbation:

$$
\begin{equation*}
L_{1}^{*} v=v^{\prime}(t)=\bar{\lambda} v(t), \quad-1 \leq t \leq 1 \tag{3}
\end{equation*}
$$

with the boundary value condition

$$
\begin{equation*}
v(-1)-v(1)=-\bar{\lambda} \cdot \int_{1}^{1} v(t) \Phi(t) d t \tag{4}
\end{equation*}
$$

where $\Phi$ is a function with bounded variation and $\Phi(-1)=\Phi(1)=1, \bar{\lambda} \in \mathbb{C}$ is a spectral parameter.
Lemma 1. The characteristic determinant $\Delta_{1}(\lambda)$ of the spectral problems (1)-(2) and (3)-(4) is represented as follows

$$
\begin{equation*}
\Delta_{1}(\lambda)=e^{-\lambda}-e^{\lambda}+\lambda \cdot \int_{-1}^{1} e^{\lambda t} \Phi(t) d t \tag{5}
\end{equation*}
$$

Due to the formula (5), conclusions about eigenvalues of the first-order differential operators $L_{1}$ and $L_{1}^{*}$ are established. We get the following result.
Theorem 1. If $\Phi$ is a function of bounded variation and $\Phi(-1)=\Phi(1)=1$, then all zeros of the entire function $\Delta_{1}(\lambda)$, that is, all eigenvalues of differentiation operators $L_{1}$ and $L_{1}^{*}$ belong to the strip $|\operatorname{Re} \lambda|=|x|<k$, for some $k$, where $\lambda=x+i y$, and also form a countable set and have asymptotics $\lambda_{n}^{1}=i n \pi+O(1)$ as $n \rightarrow \infty$.
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#### Abstract

In this paper our aim is to find the solutions of time and space fractional convective heat equations with a source by using new definition of fractional derivative called Conformable fractional derivative. In order to find approximate solutions to the convective heat equations with a source, we use Legendre collocation method, along with Euler's method to solve the first order differential equation. We provide illustrative examples of the convective heat equations with a source and give the exact solution. Using Legendre collocation method, we extract the approximate solution and the error made between the exact solution and the approximate solution.
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#### Abstract

In this paper we like to explore the full power of Adomian decomposition method (ADM), specially its symbolic capability $[1,2]$. We will demonstrate this method, together with splitting technique, to compute the explicit closed-form solutions of first order linear systems of partial differential equations with unprescribed initial conditions, and even with parameters. These features are those normal numerical methods fail to do. Our examples include many prototype hyperbolic and elliptic systems possessing analytical solutions, e.g. the linearised equations of gas dynamics. We conclude that ADM is far more powerful than existing numerical methods.
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#### Abstract

Let $K=\left\{x \in \mathbb{R}^{2}: x=\left(x_{1}, x_{2}\right), x_{1}>0, x_{2}>0\right\}$ be first quadrant in a plane. We consider the following boundary value problem $$
\left\{\begin{array}{r} (A u)(x)=0, \quad x \in K,  \tag{1}\\ \int_{0}^{+\infty} u\left(x_{1}, x_{2}\right) d x_{1}=f\left(x_{2}\right), \\ \int_{0}^{+\infty} u\left(x_{1}, x_{2}\right) d x_{2}=g\left(x_{1}\right), \\ \int_{K} u(x) d x=0 . \end{array}\right.
$$


where $A$ is a pseudo-differential operator with the symbol $A(\xi), \xi=\left(\xi_{1}, \xi_{2}\right)$ satisfying the condition

$$
c_{1}(1+\mid \xi)^{\alpha} \leq|A(\xi)| \leq c_{2}(1+\mid \xi)^{\alpha}
$$

and admitting the wave factorization [1] with respect to $K$ with the index æ such that $æ-s=1+\delta,|\delta|<1 / 2$. A unique solvability for the problem (1) in Sobolev-Slobodetskii space $H^{s}(K)$ is proved in [2] under the condition $f, g \in H^{s+1 / 2}\left(\mathbb{R}_{+}\right)$.
Let $\mathbb{Z}^{2}$ be an integer lattice in a plane. Let us denote $K_{d}=h \mathbb{Z}^{2} \cap K, h>0$. We introduce functions of a discrete variable $u_{d}(\tilde{x}), \tilde{x}=\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in h \mathbb{Z}^{2}$. According to [3] we define the discrete Schwartz space $S\left(h \mathbb{Z}^{2}\right)$, the discrete Sobolev-Slobodetskii space $H^{s}\left(K_{d}\right)$ and the digital pseudo-differential operator $A_{d}$. Further, we study a solvability of the discrete boundary value problem in the space $H^{s}\left(K_{d}\right)$

$$
\left\{\begin{array}{r}
\left(A_{d} u_{d}\right)(\tilde{x})=0, \quad \tilde{x} \in K_{d}  \tag{2}\\
\sum_{\tilde{x}_{1} \in h \mathbb{Z}_{+}} u_{d}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) h=f_{d}\left(\tilde{x}_{2}\right), \sum_{\tilde{x}_{2} \in h \mathbb{Z}_{+}} u_{d}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) h=g_{d}\left(\tilde{x}_{1}\right) \\
\sum_{\tilde{x} \in h \mathbb{Z}_{++}} u_{d}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) h^{2}=0
\end{array}\right.
$$

and give a comparison between solutions of problems (1) and (2).
Using a special choice for discrete functions $f_{d}, g_{d}$ and elements of periodic wave factorization we can obtain the following result.
Theorem. Let $f, g \in S(\mathbb{R}), æ>1$. Then the discrete boundary value problem (2) is uniquely solvable and for solutions $u$ and $u_{d}$ of continuous problem (1) and its discrete variant (2) the following estimate

$$
\left|u(\tilde{x})-u_{d}(\tilde{x})\right| \leq C(f, g) h^{\beta},
$$

holds, where $C(f, g)$ depends on functions $f, g, \beta>0$ is an arbitrary number.
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# 6.6 Computer Science and Technology 

Session Organizers: Şahin Uyaver and Önder Şahinaslan

The session of "Computer Science and Technology" of International Conference of Mathematical Sciences organized by Maltepe University of Istanbul, Turkey was held between 20-24 July 2022.

The session was attracted by many local and international scientists. During the talks the participants had the chance to ask their questions or make their contributions. The talks covered many trending problems from fundamental science and engineering sciences involved in computer science and technology. In this respect the session of the conference is believed to make a good contribution to the related literatures.
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#### Abstract

With the rapid developments in information technologies and the current pandemic, rapid changes are experienced in the expectations, habits and needs of the society. One of these changes is the explosion of demand for services offered or received remotely. Solutions and services to be produced in response to increasing demands have to be legal and safe, as well as individual expectations. At the same time, remote transactions must be as secure as face-to-face transactions. It is important to control and detect the security elements on the identity card in order to make the correct identification of the person through the qualified documents provided during these processes. However, remote control of digital ID cards is very difficult and prone to human error. This situation also has the potential to turn into security problems such as forgery and fraud. In the solution of such problems, it is necessary to develop computer-assisted control environments in the determination of qualified identity documents. This study was carried out on digital identity cards, which is one of the qualified identity documents in Turkey. A solution has been developed to detect the authenticity of the identity presented by using the security elements on this digital card. Thanks to this computer-aided solution, it has contributed to the prevention of many incidents such as forgery and fraud before they occur. At the same time, it has become a solution to overcome an obstacle in front of the services to be provided remotely, to prevent human-induced errors, to the efficiency of operational processes and to securely remote control of digital identities.


Keywords: Information Technologies, TR Digital Identity, Remote Acquisition, Secure Identity Detection, Smart Control
2020 Mathematics Subject Classification Numbers: 68M25, 68U05, 68U10, 68W40

## References

[1] Bataineh B. A fast and memory-efficient two-pass connected-component labeling algorithm for binary images. Turkish Journal of Electrical Engineering \& Computer Sciences 2018, (2019) 27 pp.1243-1259 doi:10.3906/elk-1703-351
[2] Mutlugün M, Adalier O. Turkish national electronic identity card. In Proceedings of the 2nd international conference on Security of information and networks (SIN '09). Association for Computing Machinery, New York, NY, USA, 2009, pp.14-18. doi: 10.1145/1626195.1626201
[3] Rusli F M, Adhiguna K A, Irawan H. Indonesian ID card extractor using optical character recognition and natural language post-processing 2021. 9th International Conference on Information and Communication Technology (ICoICT), 2021, pp. 621626, doi: 10.1109/ICoICT52021.2021.9527510.
[4] Kareem M. A, Abed D. M, Jaber A. M, Rodhan A. Improving security of ID card and passport using cubic spline curve. Iraqi Journal of Science,2022, 57(4A), pp.2529-2538. ISSN: 0067-2904
[5] Król M, Kowalska D, Kościelniak P. Examination of polish identity documents by laser-induced breakdown spectroscopy, Analytical Letters, 2018. 51:10, pp.1592-1604, doi: 10.1080/00032719.2017.1384833
[6] Mahmoud Mohamed Khalil M. The latest security techniques used in passport design. Journal of Architecture, Art \& Humanistic Science 2019. doi: 10.12816/mjaf.2019.25814
[7] Sahinaslan O, Sahinaslan E. Cross-object information security: A study on new generation encryption. AIP Conference Proceedings 2019; vol. 2086, 030034. doi: 10.1063/1.5095119
[8] Sahinaslan O, Sahinaslan E, Gunes E. Review of the contributions of contactless payment technologies in the COVID-19 pandemic process. AIP Conference Proceedings 2021; vol.2334, 070002. doi: 10.1063/5.0042225
[9] Hartl A, Arth C, Schmalstieg D. AR-based hologram detection on security documents using a mobile phone. Advances in Visual Computing. ISVC 2014. Lecture Notes in Computer Science, 2014 vol 8888. Springer, Cham. doi: 10.1007/978-3-319-14364-4_32
[10] M. Yücel, "T.C. Kimlik kartı yönetim ve dağıtım sistemi", UEKAE Dergisi, vol. 2, no. 4, pp. 35-41, 2010. (in Turkish).

# Comparative Analysis of First and Second Order Methods for Optimization in Neural Networks 

Auras Khanal ${ }^{1}$, Mehmet Dik ${ }^{2}$,<br>${ }^{1}$ Beloit College, Beloit, USA, hanalab@beloit.edu<br>${ }^{2}$ Beloit College, Beloit, USA, dikm@beloit.edu


#### Abstract

Artificial Neural Networks are fine tuned to yield the best performance through an iterative process where the values of their parameters are altered. Optimization is the preferred method to determine the parameters that yield the minima of the loss function, an evaluation metric for ANN's. However, the process of finding an optimal model which has minimum loss faces several obstacles, the most notable being the efficiency and rate of convergence to the minima of the loss function. Such optimization efficiency is imperative to reduce the use of computational resources and time when training Neural Network models. This paper reviews and compares the intuition and effectiveness of existing optimization algorithms such as Gradient Descent, Gradient Descent with Momentum, RMSProp and Adam that implement first order derivatives, and Newton's Method that utilizes second order derivatives for convergence. It also explores the possibility to combine and leverage first and second order optimization techniques for improved performance when training Artificial Neural Networks.
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#### Abstract

One of the most important research topics about complex networks is examination of their vulnerability. Therefore, there are many studies in the literature about analyzing the robustness and reliability of networks using graph theoretical parameters. Among these parameters, the centrality parameters play an important role. The closeness parameters and its derivatives are widely discussed. In this study, the closeness parameter and the more sensitive parameter residual closeness which is based on closeness parameter have been considered. Furthermore, the closeness and residual closeness of banana tree structure have been calculated.
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# Variable Elimination Algorithm in Bayesian Networks: An Updated Version 
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#### Abstract

Given a Bayesian network $[1,2]$ relative to a set of random variables $\left(X_{i}\right)_{i \in I}$, we are interested in computing conditional probabilities of events related to one another. This kind of computations is called inference in Bayesian Networks (BNs) [3]. Using Bayes' theorem [4], we reduce the computation of conditional probabilities to the ratio of two joint probabilities, then we compute each of the marginal probabilities apart. This is essentially an optimization calculation problem, as it becomes increasingly heavy following the complexity of the graph relative to both the number of variables and the number of values taken by these variables. One approach for eliminating variables from BNs is considered here, the Variable Elimination algorithm (VE) of Dechter [5], which appeared for the first time in Zhang and Poole [6]. So called because it eliminates by marginalization variables one after the other, the VE algorithm aims to compute an arbitrary joint distribution on a subset of variables, given a set of evidence variables. The main idea of this approach is to sum over a set of variables from a list of factors one by one; an ordering of these variables is required as an input and is called an elimination ordering. The computation depends on the order of elimination, i.e., different elimination orders produce different factors. In this work, we propose an updated version to the Variable Elimination algorithm that will allow writing all intermediate computations as probability distributions and not as simple potentials as the case with the VE algorithm. This property is very important, as at any step of the computation, the resulting probability distribution can still be factored as a product of conditional probability distributions and not in an extensive form.
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# The Use and Success of Machine Learning Algorithms in Improving the Customs Declaration Process 
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#### Abstract

It is important that the customs declaration preparation process is carried out completely and without errors in international transportation. This process step is a serious business that requires knowledge, experience and expertise, and legislation and updates are strictly followed. Customs declarations must be submitted accurately and completely to the relevant customs office on time. Otherwise, it may cause many serious risks and problems such as compliance, delays, extra operations and workforce. On the other hand, the preparation of customs declarations has a very complex structure and requires detailed knowledge and experience. In the absence of competent and sufficient human resources, there are many operational errors. Due to these mistakes, serious fines are encountered and in some cases, they may even cause legal problems. There is a need to create intelligent control structures in order to reduce the errors in the customs declaration preparation process, to improve the current process and to work with the least possible errors. Existing data on the way to establish intelligent systems and the use of this data with machine learning applications has now become a necessity. In this study, known common machine learning algorithms were run on the data of an international logistics company and high success rates were obtained. The successful results revealed that machine learning algorithms can be used effectively in this field. Additional control points supported by artificial intelligence have been put in order to improve the process. A structure has been developed that can offer the user a suggestion for each model. Thus, many operational errors and risks that cause various problems were controlled and detected in advance, and this process contributed to the improvement. This study is an example of the successful use of current technologies such as machine learning and artificial intelligence in customs transactions. This will also lead to smarter new studies and encourage such studies.
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# On the efficiency of LSTM in classifying musical impressions from EEG recordings 
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#### Abstract

The objective of this study is the classification of musical impressions with LSTM approach using EEG recordings of 20 subjects, while listing to 10 different music genres [1]. For this purpose, a deep learning model was developed, where relevant features extracted from intrinsic mode functions (IMF) of the clean EEG data are used as the input signals. The classification accuracy of the proposed model is evaluated with various feature sets.
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#### Abstract

Reliable classification of different emotions is an important issue for emotional interaction between humans and computers. Therefore, this study aims at assessing the performance of decision trees in classifying musical impressions from EEG records of 20 subjects listened to 10 songs of different music styles [1]. First, features extracted from the clean EEG data are used to train the classifier, where different feature combinations and parameter settings are considered. Next, the impact of various hyperparameter values on the classification accuarcy is examined and the relevant feature combination is specified.
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# 6.7 Mathematical Methods in Physics 

Session Organizers: Özay Gürtuğ and Filiz Çağatay Uçgun

The session "Mathematical Methods in Physics" is organized in ICMS 2022, Maltepe University, Istanbul, Turkey, on 20th - 24th July, 2022. The programme of this session is mainly oriented towards some recent developments in nonlinear systems, In-plane waves, special functions, boundary problems and some relevant mathematical methods.

We hope that all attending this meeting will recall it as a useful and pleasant event. We wish to thank all lecturers and other speakers for their interesting and valuable talks. We also thank all participants for their active participation. And special thanks to our sponsors for their financial supports, which were very significant for realization of this scientific activity.

# Approximate analytical solutions of the Schrödinger equation in central potential field 

Aysel Özfidan<br>Tarsus University, Mersin, Turkey, ayselozfidan@tarsus.edu.tr


#### Abstract

Approximate $l$-state solutions of the Schrödinger equation with spherical symmetric potentials play a crucial role in quantum mechanical models. From a systematic point of view, asymptotic iteration approach[1-3] for any $l$-state solutions of non-relativistic wave equation is a powerful computational method. For this reason, we present approximate analytical solutions of the Schrödinger equation with Hulthén plus a class of Yukawa potential[4] in the framework of Greene-Aldrich approximation[5] and asymptotic iteration method. We obtain the energy spectrum and the radial wavefunction for considered potential in the framework of non-relativistic theory. Bound-state wavefunction solution is expressed in terms of Gauss hypergeometric function.
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# Propagation of Linear In-plane Waves in a Layer with Rough Surfaces 

Ekin Deliktaş-Özdemir, Ayşe Peker Dobie<br>Piri Reis University, Istanbul, Turkey, edeliktas@pirireis.edu.tr Istanbul Technical University, Istanbul, Turkey, pdobie@itu.edu.tr


#### Abstract

Problem of the propagation of linear in-plane waves in an elastic medium consisting of a single layer with corrugated surfaces and nonuniform thickness is investigated. The following assumptions are made for the problem in consideration: - The constituent material of the layer is homogeneous, isotropic and incompressible. - The linear shear and longitudinal velocities, $c_{L}$ and $c_{T}$, satisfy $c_{T}<c_{L}$, and the phase velocity $c$ satisfies $c_{T}<c<c_{L}$. - During the motion, the strain functions on free surfaces are zero.

Under these assumptions, the dispersion relation of linear waves are derived in terms of wave number and angular frequency as well as the change in free surfaces. The effect of variations of free surfaces on the wave propagation is observed.
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# Fractional viscoelastic contact problem with Tresca's friction 
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#### Abstract

We consider a mathematical model that describes the quasi-static process of contact between viscoelastic body and a foundation. The constitutive law is assumed to be linear fractional viscoelastic and the process is quasistatic. The contact is modelled with Tresca's law. We establish the existence and uniqueness result of the weak solution of the model. The proofs are based on arguments of time-dependent variational inequalities, differential inclusion, Rothe's method and fixed point theorem.
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# Minimizing compressor fuel cost on large natural gas pipeline transmission networks 
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#### Abstract

Natural gas is the most important source of energy in the world. Currently, natural gas consumption is increasing the most compared to other non-renewable energy sources. In gas transmission networks designed to collect, transport and distribute natural gas, compressor stations are used to supply the energy needed to overcome friction between the gas and the pipes' inner wall pressure losses while maintaining gas flows transmission through the network.


Figure 1: Compressor station scheme


However, a significant part of the transported gas (estimates in range $3 \%-5 \%$ ) is consumed by series-parallel compressor units installed in the network before the gas reaches the receiving units. Minimizing this consumption is a task that not only has great financial value for the industry, but also has important environmental implications. This leads to the fuel cost minimization problem (FCMP). The approach by dynamic programming are presented in [1]. The problem of protecting the compressor from stalling into the surging mode is one of the most important problems for the reliable and safe operation of the comressor units (see [2]). The Fig. 1 shows a simplified flow diagram of a compressor station. It consists of 4 comressor units, air cooling and dust collector. Two couples of the compressors are connected sequentially, and each is connected parallel. The full scheme is much more complicated than the one presented and does not contain all the technological equipment but such a representation is sufficient for mathematical modeling of the operation of the compressor station.
We present optimization idea for fuel cost minimization using regaulation of the faucet $\# \mathrm{R}$ which is shown in Fig. 1. The \#R is recirculatian valve which is used to protect the compressor units from falling into the surge zone when it is opened. When valve is opened fully or partially the part of the output gas flow joins to the input flow increasing the volume of the input flow.
The calculations were performed using real data from a compressor station that operates in one of the gas transmission networks of Kazakhstan for the cases of a closed and an open \#R valve. Real data is taken within one month, and for each fixed value, the parameters of the operation envelope of one compressor unit are calculated. According to the obtained results opening the faucet $\# \mathrm{R}$ was necessary only in some cases.
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### 6.8 Applied Statistics

Session Organizers: Müjgan Tez and Kadri Ulaş Akay

Today, it is of great importance to evaluate and summarize the data obtained from many different disciplines and to use them as preliminary information in our future studies. At this stage, statistical techniques are needed to evaluate the data. In order to disseminate these techniques, symposiums are organized in which ideas are exchanged. One purpose of this session is to provide an environment where the latest developments in applied statistics are discussed. In particular, it is aimed to contribute to the development of science by targeting scientific interaction among the participants. In this session, besides applied statistics, studies on limit theorems and the applications of maximum likelihood estimators were presented.

# FIFA/Coca-Cola World Rankings on the Predictability of the Men's and Women's FIFA World Cup: A Comparative Analysis 

Brandon Joly, Thomas Stojsavljevic, Mehmet Dik<br>Beloit College, Beloit, U.S.A, jolybs@beloit.edu<br>Beloit College, Beloit, U.S.A, stojsavljevictg@beloit.edu Beloit College, Beloit, U.S.A, dikm@beloit.edu


#### Abstract

Since 1992, the International Federation of Association Football (FIFA) has been ranking senior men's national soccer teams based on a variety of criteria. In 2003, FIFA extended the FIFA/Coca-Cola World Rankings into ranking senior women's national soccer teams. The FIFA/Coca-Cola World Rankings published just before the 1994 FIFA World Cup USA, 1998 FIFA World Cup France, 2002 FIFA World Cup Korea/Japan, 2006 FIFA World Cup Germany, 2010 FIFA World Cup South Africa, 2014 FIFA World Cup Brazil, 2018 FIFA World Cup Russia, 2003 FIFA World Cup USA, 2007 FIFA World Cup China, 2011 FIFA World Cup Germany, 2015 FIFA World Cup Canada, and the 2019 FIFA World Cup France were considered. These rankings were compared to the final results of those FIFA World Cups based on two different methods of displaying the teams finish and were analyzed. Of the top 16 teams in each of the Men's FIFA World Cups, $74.1 \%$ of those teams advanced to the Round of 16 . Meanwhile, $83.9 \%$ of the top 12 teams in each of the Women's FIFA World Cups advanced to the Round of 16 or Quarterfinals. The Pearson correlation coefficient between the Pre-Tournament rankings and final results was calculated using both ranking methods. The Women's World Cups had higher Pearson correlation coefficients for both methods than the Men's World Cups. In addition, the Women's World Cups had higher t-values and z-scores than the Men's World Cup when tested for independence and association between the Pre-Tournament rankings and final results using both ranking methods. These findings indicate that the Women's World Cups were more predictable than Men's World Cups based on the FIFA/Coca-Cola World Rankings.
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# Limit theorems for dependent random variables with infinite means 
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#### Abstract

We provide necessary and sufficient conditions for the convergence in probability of weighted averages of random variables with infinite means. Our results extend and improve the corresponding theorems obtained in


 the independent setup by Adler (2012) and Nakata (2016).Consider a sequence $\mathcal{X}=\left\{X_{n}, n \geq 1\right\}$ of real-valued random variables (rv's) defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and satisfying

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{j}\right|>x\right) \asymp x^{-\alpha} \quad \text { for } j \geq 1 \text { and some } 0<\alpha \leq 1 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \sup _{j \geq 1} x^{\alpha} \mathbb{P}\left(\left|X_{j}\right|>x\right)<\infty, \quad \text { for some } \quad 0<\alpha \leq 1 \tag{2}
\end{equation*}
$$

The strong law of large numbers fails for these rv's since they have infinite means. Herein, we establish necessary and sufficient conditions for the convergence in probability of

$$
W_{n}:=\frac{1}{b_{n}} \max _{1 \leq k \leq n}\left|\sum_{j=1}^{k} a_{j}\left(X_{j}-c_{n j}\right)\right|,
$$

for a suitable sequence $\left\{c_{n j}, 1 \leq j \leq n\right\}$.
Theorem. Let $0<\alpha \leq 1$ and consider two sequences of positive constants $\tilde{a}=\left\{a_{n}, n \geq 1\right\}$ and $\tilde{b}=$ $\left\{b_{n}, n \geq 1\right\}$ such that $\sum_{j=1}^{n} a_{j}^{\alpha}=o\left(b_{n}^{\alpha}\right)$. If $\mathcal{X}=\left\{X_{n}, n \geq 1\right\}$ is a sequence of rv's satisfying (1), (2) and a Rosenthal-type maximal inequality, then $\mathcal{W}=\left\{W_{n}, n \geq 1\right\}$ converges in probability.

A necessary condition for the the convergence in probability of $\mathcal{W}$ is also derived.
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# Exact maximum likelihood estimation of the Box-Cox transformation parameter 
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#### Abstract

The Box-Cox transformation, [1] is a well known family of transformations used to obtain data suitable for the normality assumption of the residuals. However, the positiveness condition for the Box-Cox (BC) transformation results, after transforming, in data having a truncated distribution. In practice, most BC users consider the transformed data as approximated normal not caring about truncation as suggest in [1]. The inverse BC transformation of the truncated normal (TN) distribution is known as Power Normal (PN) distribution and was first noticed by Goto et al. [2] where some of its properties are presented. In this work, and following [3], we calculate the log likelihood function for the PN distribution and we give the maximum likelihood estimators of the mean and standard deviation. We also present a detailed calculation of the derivatives of the log likelihood function and an algorithm that uses the Newton-Raphson (NR) numerical method. The NR method is very sensitive to initial values so, in practice the estimation process has be carried out on a grid of search values covering the range of an interval. The proposed algorithm searches the best BC parameter on a grid of values and it is multi-step since that in each step the selected value is used to build a narrower interval until a certain interval range is obtained. In practice, prior to find the best estimate, the user has to look to the overall results before deciding the values for convergence criteria and also to implement a procedure to eliminate extreme points and outliers from the set of candidate estimates.
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### 6.9 Differential Geometry

Session Organizer: Zerrin Şentürk

Differential Geometry plays an important role in the other disciplines such as Physics, Engineering. It uses the techniques of Differential Calculus, Linear algebra, Differential equations to develop new results on the theory of curves, surfaces and manifolds.

The Session of "Differential Geometry" of the "6th International Conference of Mathematical Sciences (ICMS 2022), 20- 24 July 2022" is organized by Maltepe University, Istanbul, Turkey.

The main objective of the Session of "Differential Geometry" to create a platform for presentations of the scientific works in the Differential Geometry and to bring together many Differential Geometers who works different subjects in this area.

The subjects of the presentations include Biconservative Hypersurfaces, Zermelo's navigation problem, Randers and Kropina metrics.
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# On the Biconservative Hypersurfaces 
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#### Abstract

An isometric immersion $x:(\Omega, g) \rightarrow \mathbb{E}_{s}^{m}$ is said to be biharmonic if the equation $$
\Delta^{2} x=0
$$ is satisfied, where $(\Omega, g)$ is an $m$-dimensional semi-Riemannian manifold of the pseudo-Euclidean space $\mathbb{E}_{s}^{m}$, [1]. In this case, the immersed submanifold $M=x(\Omega)$ is said to be biharmonic. Because of the well-known Laplace-Beltrami formula $\Delta x=n H, M$ is a biharmonic submanifold if and only if $$
\begin{equation*} \Delta H=0 \tag{1} \end{equation*}
$$ where $H$ is the mean curvature vector of $M$. By splitting $\Delta H$ into its normal and tangential components, one can obtain that the condition (1) is equivalent to $$
\begin{array}{r} \operatorname{mgrad}\langle H, H\rangle+4 \operatorname{tr} A_{\nabla(\cdot) H}^{\perp}(\cdot)=0, \\ \operatorname{tr}\left(h\left(A_{H}(\cdot), \cdot\right)\right)-\Delta^{\perp} H=0, \tag{3} \end{array}
$$


where $A, h$ and $\nabla^{\perp}$ denote the shape operator, the second fundamental form and normal connection of $M$, respectively.
On the other hand, $M$ is said to be a biconservative submanifold if (2) is satisfied. Note that if $M$ is a hypersurface, then (2) becomes

$$
A(\operatorname{grad}\|H\|)=\varepsilon \frac{n \operatorname{grad}\|H\|}{2}
$$

where $\|H\|$ denotes the mean curvature function of $M$ and $\varepsilon$ is the signature of the unit normal vector field of $M$. In this work, we study on biconservative hypersurfaces with certain shape operator. We obtain a non-existence result.
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#### Abstract

This paper aims to solve the navagation problem of Zermelo within the perspective of the Kropina and Randers metrics. If $F$ is a Randers metric on an $n$-dimensional manifold $M$, and $V$ is a vector field on $(M, F)$; we know that $\tilde{F}$ is a solution of the navigation problem with navigation representation $(F, V)$. By letting $F\left(x,-V_{x}\right)=1$, we first generlize $\tilde{F}$ to $\tilde{F}^{(m)}$ and find relationship between $F$ and $\tilde{F}^{(m)}$.Furthermore we show the relationship between $F$ and $\tilde{F}^{(m)}$ with certain curvature properties. As well as we show by letting $F\left(x,-V_{x}\right)=1$, prove that $\tilde{F}$ must be a Kropina metric. Furthermore, we prove the relationship between $F$ and $\tilde{F}$ with certain curvature properties. Finally, we show that if $c$ is a factor of $S$-curvature for Randers metric $F$, factor of the conformal vector field $V$ with respect to $h$ is the same as $c$ and show that curvature properties in this case are invariant.
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### 6.10 Algebra

## Session Organizer: Leyla Bugay

In this session, a total of four presentations were made on finite groups, cryptography and solvable groups.

# On generating sets and digraphs for certain transformation semigroups 

Leyla Bugay<br>Çukurova University, Adana, Turkey, ltanguler@cu.edu.tr


#### Abstract

For $n \in \mathbb{Z}^{+}$let $P_{n}, T_{n}$ and $S_{n}$ be the partial transformations semigroup, (full) transformations semigroup and symmetric group on a finite chain $X_{n}=\{1, \ldots, n\}$, respectively. It is well known that every finite semigroup is embeddable in a transformation semigroup $T_{n}$ for any appropriate $n$, which is correspond to Cayley's theorem for finite symmetric group $S_{n}$. Hence, the studies on transformation semigroups (similarly, on partial transformation semigroups) and their subsemigroups have certain important roles for finite semigroup theory like as the studies on symmetric groups for finite group theory. The subsemigroup generated by $A$ is defined by $\langle A\rangle=\left\{a_{1} \cdots a_{n}: a_{1}, \ldots, a_{n} \in A, n \in \mathbb{Z}^{+}\right\}$and it is an important problem to find a method which decides whether an arbitrary non-empty subset $X$ of any semigroup $S$ is a (minimal) generating set of $S$, or not. With these motivations, we obtain a useful method to respond this lack by using digraphs for certain transformations semigroups. In this talk we present the method that we obtained and also an importance and usefulness of digraphs for finding elements which generate a fixed element.
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# The structure of (1,r)-potents 
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#### Abstract

The index and the period of an element $a$ of a finite semigroup are defined as the smallest values of $m \geq 1$ and $r \geq 1$ such that the elements $a, a^{2}, \ldots, a^{m+r-1}$ are different and $a^{m+r}=a^{m}$, respectively. Then, an element $a$ with idex $m$ and period $r$ is called $(m, r)$-potent. The aim of this talk is to present some properties of $(1, r)$-potents (which is also called transformation of index 1 ) in $T_{n}$, where $T_{n}$ is the transformation semigroup on $X_{n}=\{1, \ldots, n\}$. First we give the orbit structure of $\alpha \in T_{n}$ where $\operatorname{im}\left(\alpha^{k}\right)=\operatorname{im}(\alpha)$ for all $k \in \mathbb{Z}^{+}$and prove that $\alpha \in T_{n}$ is an $(1, r)$-potent if and only if $\operatorname{im}\left(\alpha^{k}\right)=\operatorname{im}(\alpha)$ for all $k \in \mathbb{Z}^{+}$. Then we present some important properties of $(1, r)$-potents.
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# New cryptographic study of a functional message using a chaotic model 
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#### Abstract

In this paper we present a chaotic model used for secure transmission of a functional message which is the function sinwt, without forgetting the role of synchronization mechanisms of chaotic system to the success of these transmissions.
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# On the orbital regular graph of finite solvable groups 
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#### Abstract

Let $G$ be a group that acts on a finite set $\Upsilon$. Then the orbit of $v \in \Upsilon$ is the subset $O(v)=\{g v \mid g \in G, v \in \Upsilon\}$ [1]. Omer et al. [3] defined orbit as the set of all conjugates of the elements, where $G$ acts on itself by conjugation. Furthermore, by defining orbit graph as a graph whose vertices are non-central orbits under group action on $\Upsilon$, Omer et al. [3] extended the work on conjugate graphs. Using various group actions, they constructed orbit graphs for various groups, such as finite non-abelian groups, finite $p$-groups, and groups of order $p q$. They also used a regular action to introduce the orbit graph for some finite solvable groups. In this article, we use regular action on a finite set $\Delta$. We define orbitals of $G$ as the orbits of the regular action of $G$ on $\Delta$. Note that $\Delta$ must be a subset of $\Upsilon \times \Upsilon$. We interlink the concept of [2] and [3], to find the orbital regular graphs of a finite solvable group.
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