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SECTION 3: MODERN IT TECHNOLOGIES IN THE EDUCATIONAL PROCESS

Akhmed-Zaki D.Zh., Sadykova A.A., Mansurova M.E.
al-Farabi Kazakh National University

APPLICATION OF ARTIFICIAL INTELLIGENCE METHODS FOR CLUSTER LOAD
BALANCING

Abstract. Active learning is generally defined as any instructional method that engages students in the
learning process. Active learning requires students to do meaningful learning activities and think about what
they are doing. In this article, a new approach of load balancing in distributed systems has been explored. For
this purpose, swarm intelligence algorithm and annealing simulation algorithm are considered. The result of
the testing confirmed that due to the independent given number and complexity of the algorithm, the swarm
intelligence algorithm is less efficient than the annealing simulation algorithm and the efficiency drop is
proportional to the increase in the quantity of the variable.

Introduction. Active learning is generally defined as any instructional method that engages students in the
learning process. In short, active learning requires students to do meaningful learning activities and think about
what they are doing [1]. One of the imitation methods in education - case studies - begins in the twenties of the
last century. In modern pedagogy, it can be called a method of analyzing specific situations. The essence of the
method is quite simple: for the organization of training, descriptions of specific situations are used. Students are
encouraged to comprehend the real life situation, the description of which simultaneously reflects not only any
practical problem, but also updates a certain set of knowledge that must be learned when solving this problem
[2]. The problem itself does not have unique solutions.

Currently, the development of computing technologies have reached a peak, when a simple increase in
processor power, storage capacity, data bandwidth transmission networks has virtually exhausted their
resources, and does not satisfy the growing needs of computing resources in science, education, and in solving
complex applied tasks and of engineering calculations. The speed of network interaction becomes more
comparable with the speed of processors, and, accordingly, the issue of "localization™ of computing is gradually
losing its urgency. It needs to have a conceptual leap in computing. In this regard, there is a tendency of shift
towards distributed computing systems, which provide users access to geographically distribute computing
resources, combined into a single powerful resource pool.

Methods. For the organization of computing processes in distributed environments requires the solution of
several classes of tasks, including optimizing the use of available computing resources depending on their
demand in terms of physical limitations. The problem of limited resources is particularly relevant for
organizations with their own corporate information system. These types of institutions include education,
medicine, banking sector, where the use of computing resources implies a significant number of users who
simultaneously access the services of the computing environment. One of the main trends of development of
information technologies is currently a massive introduction of high-performance cluster systems. At the
moment, the problem of cluster load is one of the most urgent problems that are still being solved. In this case
study, the situation will load balancing of cluster. Proceeding from the situation, the problem of the cluster load
balancing was analyzed by the swarm intelligence method.

The distribution, or equalization of the loads pertaining to several nodes, it is possible to avoid such
situations when the Web-packets transmitted over the network crash into one node, while others are idle.
Suppliers have established the release of load balancing systems - software products that equalize the load,
distributing it to several nodes. In addition, they increase fault tolerance: in case of failure, one machine sends
data packets to another node. Thus, waiting time is reduced, and the number of unprocessed requests is
minimized. Load balancing systems can be used when working with a variety of nodes (Figure 1).

The client does not suspect that it is addressing a whole group of servers: they are all presented to it in the
form of a single unified virtual server [3]. In the process, the balancer uses a certain method of determining the
system load and distributes the load [4]. For these purposes, the algorithm of the swarm intelligence is
considered in this article.
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Figure 1. Balancing system

The swarm intelligence algorithm is one of the polynomial heuristic algorithms for solving optimization
problems based on the imitation of the behavior of the colony of honey bees when collecting nectar in nature.
The main purpose of the algorithm in nature is to explore the area around the hive in order to search for nectar
and then collect it. To this end, the colony contains different types of bees.

- The main description of the algorithm will look like this:

- Initially, power sources are produced for all working bees;

- Repetition:

- Each bee (employed bee, EB) searches for a source, then estimates its amount of nectar and dances
in a hive;

Each Viewer (onlooker bee, OB) watches the dance of bees (EB) and selects one of their sources
accordlng to the dance, and then goes to that source. Then he estimates the amount of nectar;

- The abandoned power supplies will be identified and replaced with new power sources detected by
scouts (scout bee, SB);

- The best food source found is stored in memory.

- While (requirement is true).

The swarm intelligence algorithm can be used to solve discrete (combinatorial) and continuous global
optimization problems and has a sufficient degree of similarity with multi-start algorithms. Usually it includes
the initial reconnaissance and subsequent work of the beehive bees. In the initialization (initial exploration), the
exploration of the feature space is performed in order to determine K its most promising points with the best
values of the objective function f(X) = f(x1, x5, ..., X,,) (in the simplest case using the random search method),
which are stored in the hive. After that, local reconnaissance within the given reconnaissance radius R is made
in the vicinity of the selected reconnaissance points in order to try to refine the solution (improve the record),
while achieving an improvement in the hive, the updated value of the record f* and the corresponding
parameter vector of the objective function X* are preserved. Combining the work of intelligence bees and
worker bees for a given number of iterations C, the algorithm provides a gradual improvement of the
remembered sample R = [X;, X5, ..., Xkx] from K solutions. Upon completion of his work, the best solution is
chosen from the set of solutions, which is the result of the algorithm's work [5].
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Results. Since we considered the random number density, the density curve was first calculated and plotted
(Figure 2).
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Figure 2. Density of the load value

The entire analysis process began with the analysis of the algorithm and smoothly passed to the realization
of method, which consisted of two stages, and at the end switched to testing the results. Two stages of
realization are sequential and parallel realizations. The result of the first stage of realization is shown in Figure
3.
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Figure 3. Execution time of the sequential realization (t — time in milliseconds and np — number of nodes)
with Cycle number_of SI = 10000

After a sequential stage, you can proceed to the parallel stage of coding and testing, respectively. The first
step of realizing of results of the parallel implementation started with runtime testing.
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Figure 4. Execution time of the parallel realization of Sl algorithm for Cycle_number_of SI = 10000
The second step of the realizing of results was testing and determining parallel implementation’s speedup.
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Figure 5. Speedup of the parallel algorithms with Cycle_number_of_SI = 10000

The last step of testing of methods was determining and calculating of efficiency of the parallel
implementation.
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Figure 6. Efficiency of parallel algorithms with Cycle_number_of SI = 10000
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Temupanueea I.T. 1 Haxucnexoe A.M.?
! Kasaxcmancro-Hemeyxuii ynusepcumem, > TOO «PrimeSource»

NPUMEHEHUE TEXHOJIOT YA PA3PABOTKH MOBWJIBHBIX ITPUJIOKEHUI B
YYEBHOM INTPOLECCE

Abstract. The article discusses the features of developing various types of applications for smartphones and
their implementation in the learning process

CoBpeMeHHbIE MOOMIIbHBIE Tene(OHBI, Ha3biBaeMble cMapTHOHAMHU, - ISHCTBUTENHHO “yMHBIE” yCTPOICTBA,
NPENOCTABISIOIINE UX 0OJamaTessiM MOYTH Oe3rpaHUuYHBIE BO3MOXHOCTH: VHTepHeT, modra, opraHaiizep,
ayamo- W MenuanpourpeiBareib, GPS, urpsl, obmenue n muoroe ap. OcHOBHOE OTIAMYHE cMapTQoHa OT
0OBIYHOTO MOOHMJILHOTO Teje(OoHa — 3TO HAJTUYME IMOJHOIECHHOW omnepaimonHoi cucremsl (OC), moO3TOMY €ro
CUHTAIOT MHUHH-KOMITBIOTEpOM C (pyHKIusSMU TenedoHa. YCTaHOBKA MOTOJIHHUTENBHBIX NPWUIOKEHHUN, COTHU
TBHICSIY KOTOPBIX IpeptaraeT HTepHeT, MO3BOIISET pacIuPUTh (DYHKITMOHAIHHBIE BOSMOKHOCTH CMapT(OHOB.

OOyyeHHe CTYACHTOB B JaHHOH cdepe WHPOPMAIMOHHBIX TEXHOJOTMH SBISICTCS TMEPCHCKTUBHBIM
HampaBieHHMeM. Ha pwlHKe Tpyaa mpociexuBaeTcss OOJblIas HEXBAaTKa pa3paOOTUYMKOB NPWIIOKEHHUH IS
MOOWIIHHBIX YCTPOUCTB.

Hama nens - BHenpeHnue B yueOHBIH MPOLIECC OCHOB CO3JAaHUS MPUIOKEHUN sl MOOMIIBHBIX YCTPOHCTB,
JaTh CTyAeHTaM 0a30Bble 3HAHWS M HaBBIKH B 3TOH oOjactu. KoHeuHO, B paMKax OJHOTO Kypca HEBO3MOXKHO
OXBaTUTh BCE TEXHOJOTHMH W TIPUEMBI pa3paboTKa MPHIOKEHUH Uid MOOMIBHBIX ycTpoiictB. Ho marth
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